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Foreword

The Latin-American Symposium on Dependable Computing, LADC, is the main
Latin-American event dedicated to the discussion of the many issues related to
dependability in computer systems and networks. It is a forum for researchers
and practitioners from all over the world to present and discuss their latest results
and experiences in this field. LADC 2007, the third edition of this event, followed
on the success of LADC 2005, which took place in Salvador, Bahia, Brazil, and
LADC 2003, which took place at the Polytechnic School of the University of São
Paulo.

LADC 2007 was co-located with the Mexican Annual Computing Conference
(ENC), and AdHoc NOW 2007. It was organized by Universidad Autónoma
Metropolitana (UAM) and Universidad Nacional Autónoma de México
(UNAM). It was co-sponsored by the Brazilian Computer Society (SBC), the
Mexican Society for Computer Science (SMCC), and IEEE TC on Dependable
Computing and Fault Tolerance. It was organized in cooperation with IFIP
Working Group 10.4 ‘Dependable Computing and Fault Tolerance,’ the Chilean
Computer Science Society (SCCC), and the Argentine Society for Informatics
and Operations Research (SADIO). LADC 2007 included the following activities:

– Five Technical sessions: Fault-Tolerant Algorithms, Software Engineering of
Dependable Systems, Networking and Mobile Computing, Experimental De-
pendability Evaluation, Intrusion Tolerance and Security

– Two keynote speeches: Philip Koopman (CMU, USA), Jean Arlat (LAAS-
CNRS, France)

– Three tutorials: Lorenzo Alvisi (UT Austin, USA), Eduardo B. Fernandez
(FAU, USA), Marco Vieira and Henrique Madeira (U Coimbra, Portugal)

– Two panels, chaired by: Henrique Madeira (U Coimbra, Portugal), Rogério
de Lemos (U Kent, UK). The latter was a joint panel with AdHoc NOW
2007.

We would like to thank the LADC 2007 Organizing Committee and the sup-
port staff of ENC 2007 for having helped us with the organizational tasks, the
Steering Committee for their advice, and the Program Committee Co-chairs for
their cooperation. Special thanks go to Rogério de Lemos, who was a source
of constant support and suggestions. Additionally, we would like to thank the
invited guests, all the authors of submitted papers, the sponsoring partners, and
Springer for accepting to publish the LADC proceedings in the LNCS series.

We hope all present at LADC 2007 enjoyed the symposium and their stay in
Morelia.

September 2007 Sergio Rajsbaum



Preface

The Latin-American Dependable Computing Conference is in its third edition.
LADC is the major Latin-American event dedicated to discussing the many is-
sues related to computer system dependability. This symposium succeeded the
well-established Brazilian Symposium on Fault-Tolerant Computers. Its objec-
tive is to provide a forum for international and Latin-American scientists and
engineers to present their latest research results and application experience in
this very dynamic field. The first LADC was held in São Paulo, Brazil, in Octo-
ber 2003, while the second was held in Salvador, Brazil, in October 2005. In its
third edition the symposium took place in Morelia, Mexico.

This edition of LADC was co-organized by the Universidad Nacional
Autónoma de México (UNAM) and the Universidad Autónoma Metropolitana
(UAM). It was co-sponsored by SBC—Brazilian Computer Society, SMCC—
Mexican Society for Computer Science, and IEEE TC on Dependable Com-
puting and Fault Tolerance. Furthermore, committees of several global profes-
sional organizations, such as IFIP Working Group 10.4 ‘Dependable Computing
and Fault-Tolerance’, SCCC—Chilean Computer Science Society and SADIO—
Argentine Society for Informatics and Operations Research, supported the sym-
posium. LADC is thus the forum for Latin-American researchers in dependability
and is extending towards a world-wide dimension as researchers from all over
the world show their interest by choosing LADC to submit their manuscripts
and present their work.

The selection process was very careful. Each manuscript was sent out for
review to three PC members plus two external reviewers. Thirty-seven sub-
missions from 17 countries were received and the 32 members of the Program
Committee and 29 external reviewers returned on time a total of 150 reviews.
This made the selection process very comprehensive. The committee met in cy-
berspace to arrange the technical program. A total of 14 papers were selected
to appear in the proceedings. The rest of the technical program was defined to
include two panels, a forum for ‘Fast Abstracts’ to report on very recent work
and two invited talks by two distinguished scholars: Phil Koopman and Jean
Arlat.

We would like to thank the Program Committee members for their help in
putting together the final program. They helped us in many ways, right from
the beginning, including topic identification, suggestion of external reviewers,
refereeing and attending the virtual PC meeting in large numbers. We also thank
all of the external reviewers for making available their time and their technical
knowledge and the authors of all the manuscripts for their contributions and the
timely submissions. Special thanks go to Sergio Rajsbaum, LADC 2007 General
Chair, Fab́ıola Greve, the Fast Abstract Chair, Rogério de Lemos, and Henrique
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Madeira, who took leadership in organizing two panels. Finally, we would like
to acknowledge the support of the Steering Committee.

We hope you find these conference Proceedings interesting and stimulating.

September 2007 Andrea Bondavalli
Francisco Brasileiro
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do Sul, Brazil



Organization XI

LADC Referees

Araceli Acosta
Nazareno Aguirre
Pedro Mejia-Alvarez
Jean Arlat
Saurabh Bagchi
Andrea Bondavalli
Francisco Brasileiro
Alcides Calsavara
Hector Cancela
Silvano Chiaradonna
Walfredo Cirne
Victor Costa
Bojan Cukic
Alessandro Daidone
Pedro D’Argenio
Xavier Defago
Felicita Di Giandomenico
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José Ferreira de Rezende
Luigi Romano
Jacques Sauvé
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On the Implementation of Communication-Optimal Failure Detectors . . . 25
Mikel Larrea, Alberto Lafuente, Iratxe Soraluze,
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Reliability, Safety, and Security in 
Everyday Embedded Systems 

(Extended Abstract) 
 

Philip Koopman 

Carnegie Mellon University 
Pittsburgh, PA 15213, USA 
koopman@cmu.edu 

Embedded systems permeate our everyday lives. From automobiles to elevators, 
kitchen appliances to televisions, and water heaters to cell phones, we increasingly 
depend upon embedded systems to operate as expected. A few obviously critical 
embedded application domains, such as aviation, have traditionally benefited from 
extraordinary care during development to ensure that everything is done correctly. 
But increasingly, everyday embedded applications are becoming “mission critical,” 
with little fanfare and perhaps without the full attention to dependability properties 
that they truly deserve. 

Consider the following potentially significant failure modes for embedded systems:  
A cell phone that doesn’t work when the owner needs to call for emergency medical 
attention. A domestic hot water heater that overheats water, causing scalding burns on a 
child. A thermostat that doesn’t turn on heat when needed, causing household water 
pipes to freeze and burst. A microwave oven that turns on with the door open. An 
automobile that unintendedly accelerates. Today, hardware interlocks mitigate many of 
these hazards. But, software is playing a bigger role as both a vulnerability and a 
mitigation mechanism for critical failures. Because most embedded systems have 
actuators that influence the environment, and because people count on them to operate 
as expected, special care must be taken to ensure that they are safe, reliable, and secure. 

Safety in the context of embedded systems deals with minimizing the frequency of 
mishaps (especially loss of life, injuries, and damage to property). In many ways this 
is the most mature of the areas we are discussing, because there are several industry-
specific standards that can be followed to create safe systems (e.g., IEC 61508). There 
are, however, some significant research challenges outstanding in this area, including: 

• How can we be sure that following a given system development process actually 
results in the hoped-for level of safety? 

• How can we make it easy for small, non-specialist teams of domain experts to 
follow complex, “heavy-weight” safety standards and actually get it right? 

• How can we simplify the representation and specification of safety properties to 
make it easier to design safe systems? 

Reliability in embedded systems has been studied for many years, and has to do 
with ensuring that once an embedded system starts a “mission,” it has a high 
probability of completing that mission without experiencing a failure. Traditional 
high-reliability systems have used hardware redundancy (for example, two engines on 
an airplane instead of one). But, cost-sensitive everyday embedded systems often do 
not have a price structure that permits redundancy. An even bigger problem is 
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creating highly reliable software, especially with quick time-to-market and low 
development budget constraints. Some current research challenges in this area are: 

• How can we make it easy for small, non-specialist teams of domain experts to 
create highly reliable software? 

• How can we quantify software reliability to support testing for design 
requirements such as “software crashes no more than once per month”? 

• Achieving absolute software perfection seems unrealistic. How can we create 
embedded systems that survive the activation of latent software defects? 

Security is, of course, a hot topic. But currently, it seems to be getting less 
attention in embedded systems than in enterprise systems. While embedded systems 
have not yet experienced as many widely publicized security problems as enterprise 
systems have, the potential for widespread, significant impact to society is certainly 
there. What happens if malicious attackers gain control of many embedded systems 
with the ability to release energy (or hazardous substances) into the environment? 
What if some critical infrastructure, such as energy distribution, traffic flow control, 
building environmental services, or telecommunications, suddenly stops working? 
While there are no easy answers to security in any environment, embedded systems 
present unique challenges that require research beyond the scope of enterprise 
security research, including: 

• How can we make it easy for small, non-specialist teams of domain experts to get 
security right, even on a small product? 

• What unique security challenges arise when interconnecting embedded systems 
(for example, coordinating actuators across many systems)? 

• What novel vulnerabilities arise in Internet-connected embedded systems? 
• What security concerns arise due to threats unique to embedded systems (for 

example, when the system owner is the attacker). 

Embedded systems have historically been simple, often non-critical, and usually 
very reliable, safe, and secure. Newer systems are becoming more complex, and 
starting to cross the fuzzy line from non-critical to criticality. Unfortunately, the 
techniques and culture of developers for newly critical applications often do not take 
into account this major shift. While improving developer literacy in the areas of 
reliability, safety, and security will help, significant research challenges remain. 

A common, underlying challenge has to do with the central role of domain experts 
in embedded system design. It is common for embedded system development teams 
to be relatively small, and staffed more with domain experts than computing experts. 
This is often appropriate, because expert domain knowledge is crucial to success. 
However, small teams and companies that are concerned mostly with an application 
domain rather than computer technology often don’t have access to expertise in 
dependability. So, even if researchers can solve the many outstanding research 
problems, there is still the issue of finding ways to deploy that knowledge to everyday 
working engineers whose training is often not primarily in computing. We must not 
only solve the research questions, but also find a way to deploy that knowledge. 

This work was supported in part by the General Motors Collaborative Research 
Center at Carnegie Mellon University. 
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Nanoscale Technologies: Prospect or Hazard  
to Dependable and Secure Computing? 

Jean Arlat 

LAAS-CNRS, Université de Toulouse, 7 Avenue du Colonel Roche  
31077 Toulouse Cedex 04, France 

jean.arlat@laas.fr 

1   Introduction 

The continuous advances and progress made in hardware technologies makes it 
possible to foresee a realm of unprecedented performance levels and of new 
application-driven architectural designs, e. g., see [1]. One of the main drivers is the 
reduction of the size of the elementary devices. Nevertheless, the evolution of 
nanoscale technologies raises serious challenges with respect to both dependability 
and security viewpoints. Issues at stake encompass three main types of concerns 
i) unreliability and variability that will characterize the production of emerging 
nanoscale devices, ii) accidental disturbances that affect the operation of the systems, 
iii) malicious threats targeting vulnerabilities of hardware circuits. However, on the 
other hand, thanks to the large scale integration, one may expect the fault tolerance 
techniques to come to the rescue of the limitations of the currently dominating fault 
avoidance approaches. After a brief review of each of these issues, we will provide a 
few hints concerning a proposal for resilient multicore processor chips. 

2   Chips Featuring Massively Defective Devices  

Thanks to the advances of hardware technologies, one can envision in a near future 
chips that will incorporate several hundred billions of transistor devices. However, 
extreme downsizing results in atomic range dimensions, thus in inter- and intra-device 
variability. This means that nanoscale electronic devices are becoming inherently 
unreliable and moreover, unpredictable [2]. While it is expected that the defect 
density currently observed for microprocessors (1,395 defects/m2) will remain in the 
same order of magnitude for the next 15 years [3], this may nevertheless have an 
impact on the production yield for large scale chips. 

Significant progress has been made already for memory chips. Most advanced 
techniques consist in providing spare elements (lines, rows or words) in order to 
dynamically replace some defective element. Indeed, techniques have been proposed that 
not only cope with production defects, but also with faults occurring at run time. Such 
techniques are primarily meant to achieve a high yield, which may require a significant 
overhead. For example, in [4], it was shown that for a 1Mb chip and a cell defect ratio of 
3%, a near 100% yield can be achieved, but with a close to 100% overhead.  

Efficient fault tolerance techniques have been proposed also for processor chips. 
For example, the technique being recently proposed in [5] features a set of fragmented 
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MPUs, for which redundant fragments are available. Another important issue 
concerns control logic in processors, which is growing in size and complexity, and is 
basically unprotected. The generalization of multicore architectures, and potentially 
another layer of control, could well exacerbate this problem. 

3   Transient Faults in Operation 

One classical issue concerns mitigating the impact of disturbances (e.g., the so called 
“soft errors”) that are increasingly affecting computing systems [6]. Such a problem, 
well known in aerospace applications, is expected to affect also medical electronics, 
cell phones and automotive systems, due to the impact of ground-based radiation. 
Indeed, this problem will only worsen and create substantial challenges for designers 
of automotive electronics who are considering turning to programmable logic 
devices, such as FPGAs, as a flexible, low-cost solution for their next-generation 
designs. A significant impact is to be expected already when considering current 
technologies [7]: Let us consider a 22µm SRAM-based FPGA technology featuring 
1M-gate chips; then, a simulation run using SpaceRad 4.51 and assuming an 
operation at 5,000 feet altitude (e.g., Denver, CO), would lead to a prediction of 1.05 
x 10-4 upsets/day. Then considering a fleet of 500,000 vehicles, each featuring an 
airbag control system using this technology, would lead to 52.5 upsets/day (on a 
continuous usage basis). Even assuming a more modest usage profile of 1 h per day 
would still lead to about 2 upsets/day. A figure that cannot be ignored by car 
developers!  

Solutions for hardened technologies exist and have been intensively used in the 
past. However, the high (and often excessive) cost attached to the fabrication lines for 
such realizations have restricted their usage and obstructed their continuation. Hence, 
the increasingly need to rely on various forms of fault tolerance techniques [8]. For 
example, [9] proposes a low-cost time redundancy scheme to cope with soft errors 
and timing faults. It consists in duplicating the functional flip-flops, driving the 
duplicate flip-flops by delayed clocks, and then comparing the results of functional and 
duplicate flip-flops. The Razor architecture [10] uses a similar approach also featuring 
redundant flip-flops (referred to as “shadow latches”) and extends it to achieve lower 
power dissipation. More recently, novel design solutions were proposed to cope with 
these issues in the case of programmable logic arrays [11]. 

An increasingly important issue, that is addressed into [12], is the impact of power, 
current and voltage fluctuations. 

4   Hardware Vulnerabilities and Security Threats 

Besides accidental faults, one should consider the risks faced by modern integrated 
circuits with respect to hacking and malicious threats. Of course, smart chips and 
crypto-processors are the most sensitive targets. 

                                                           
1 http://www.spacerad.com 
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Intrusions may be performed via a wide variety of side channel attacks (e.g., 
differential power analysis or electromagnetic analysis). Embedded testing devices 
(such as scan-chains), that are meant to obtain high controllability and observability 
for test engineers, constitute also a weakness from the security viewpoint; indeed, the 
properties of the scan chain architecture can be used for other kinds of side channel 
attacks via malevolent “fault injections” exploiting the related “leakage”. Indeed, the 
likelihood of a successful attack depends on both the information leakage of the 
implementation and the strength/skill of the hacker to make the most of it [13]. 

To circumvent such attacks, enhanced mechanisms have been proposed beyond the 
more classical tamper resistant designs or irreversible disconnections; they are either 
based on asynchronous logic designs [14], signature checks [15] or a mix of reliability 
and security mechanisms (e.g., see [16]). Still, there might be some goods new 
attached to the fact that technology shrinks [17]: i) attacks get more difficult to 
perform, ii) while some skills in built-in security are definitely needed, the hardware 
security features available can be easily transposed to nanoscale technologies.  

5   Towards Resilient Multicore Processor Chips? 

The recent announcement by Intel for a 80-core chip [1] already paves the way 
forward about the future multicore multiprocessor architectures. It is also expected 
that this trend will influence the software techniques so as to take advantage of such 
architectures. This means also that it will be possible and cost effective to consider 
and exploit novel resilience solutions. The goal goes beyond simply avoiding the 
delivery of defective chips (i.e., chips with defective cores). Alone, such an approach 
would require increasingly — perhaps prohibitively — high effort and cost in 
manufacturing and testing.  

An alternative more pragmatic approach could be to maximize the capacity to 
exploit the valid cores available on a chip. Indeed, along the same line of what is 
currently the case where processors batches are sorted according to their frequency 
(1.6 Ghz, 1.8 Ghz or 2 Ghz), the manufactured chips could be sorted according to the 
achieved MIPS performance level, e.g., as a function of the number of valid cores. 
Such a principle is already applied by some manufacturers: e.g., Intel Core Duo chips 
featuring a defective device are “recycled” as Core Solo chips2.  

As reported in [18], a more ambitious would be to apply such a (re)configuration 
dynamically at run-time rather than simply at production time. This way, it would be 
possible to keep using the cores available on a multicore chip, even when operational 
faults would impair some additional cores. 
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Abstract. This work proposes a fault-tolerant dynamic routing algo-
rithm that employs maximum flow evaluation for route selection, in-
creasing the number of disjoint paths to the destination, enhancing the
path redundancy, and so extending the possibility of using detours, or
alternative paths if needed. Route distance is employed as a secondary
criterion. Routes may be dynamically changed by intermediate routers,
which usually have more recent information about topology changes.
Formal proofs for correctness of the algorithm are also presented. The
proposed algorithm was implemented in a simulation environment and
experimental results are presented.

1 Introduction

Most routing algorithms employ the distance in number of hops as the main, if
not the only, criterion for selecting routes. Nevertheless, for critical applications
a robust route is not necessarily the shortest route.

This work proposes a novel approach for route selection based on route robust-
ness. A robust route improves the probability that if faults occur along the route
it is feasible and efficient to find another route, or detour, to the destination. A
robust route improves the ability of finding detours to the destination in case of
faults.

The proposed routing algorithm chooses an edge for the route of a given
destination using maximum flow evaluation. This evaluation is employed in order
to increase the number of disjoint paths to the destination, enhancing the path
redundancy, and so improving the probability of quickly finding short detours,
or alternative paths, after faults are detected. Route distance is employed as a
secondary metric for route selection.

The proposed routing algorithm is dynamic in the sense that each node along
the route only selects the next hop of the route, based on its current informa-
tion. In other words, no route is pre-selected at the source, so that intermediate
routers dynamically determine the route as they process the packet. This be-
havior exploits the fact that topology changes are quickly discovered by nodes
that are closer to the change itself. This concept can be also extended to traffic
information, i.e. information about congested or heavily/lightly used links.
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The dynamicity of the algorithm has a potential impact on the behavior of
routing during the convergence latency interval. Routing protocols present a
convergence latency after the network topology changes [1] due to router or link
failures. During the convergence latency interval all routing tables are updated
in order to compute the new paths to be employed. For some protocols the
convergence latency is quite large. For instance, the average latency for the
Internet’s BGP, (Border Gateway Protocol), is about 3 minutes, but intervals of
up to 15 minutes [2] have also been reported. During the convergence latency
interval, packets may be lost, and connections may be broken.

The proposed algorithm does not require that routers be initialized with the
complete network topology, routers are initialized only with information about
their neighbors. Nodes keep a local topology representation that is updated
with periodic messages exchanged with neighbors. The algorithm is able to suc-
cessfully route messages even when the local representation of the topology is
out-of-date, or does not represent the complete network topology.

Figure 1 shows an example network topology and the route selected by the pro-
posed algorithm to send a packet from s to t. Initially s chooses to send the packet
through node a, from which there are two edge-disjoint paths to reach the destina-
tion t. As from node b there is only one available path, the edge to node a receives a
better evaluation by the routing algorithm. Now, node a sends the packet to node
e, because in comparison to node c both have the same number of edge-disjoint
paths but the distance from e to t is shorter. However consider that the link from
node e to node t has failed, and so far only node e has this information. Executing
the algorithm, node e sends the packet back to node a, which then forwards the
packet through c and d to the destination t. Details about the criteria employed
and the formal specification of the algorithm are presented in section 2.

The algorithm was implemented, and the implementation is available on the
Internet, created with Java [3]. Implementation details, as well as experimental
results obtained with Internet-like networks on a simulation environment, are pre-
sented in section 4. A running applet is available at http://www.inf.ufpr.br/
jonatan/mfrp.

Fig. 1. An example topology and the route chosen by the algorithm

http://www.inf.ufpr.br/jonatan/mfrp
http://www.inf.ufpr.br/jonatan/mfrp
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This work is organized as follows. Section 2 presents the algorithm specifi-
cation. Section 3 presents the proofs of correctness of the algorithm. Section 4
presents experimental results. Section 5 points to related work. Finally, section 6
concludes the paper.

2 The Proposed Algorithm

The proposed routing algorithm is executed for each packet that is sent from a
given source to a given destination. The algorithm is run initially by the source
node, which chooses the next node of the route, among its neighbors. When
the packet arrives at the next node, this node runs the algorithm to choose the
following node, and so on, until the packet reaches the destination.

The approach used by this algorithm is similar to that of Bellman-Ford al-
gorithm [1], in the sense that each node does not need a previous knowledge of
the topology. A node running the algorithm chooses the next node of the route,
instead of the complete route. Furthermore, the algorithm works even if the most
recent topology changes are not known by all nodes.

The proposed algorithm chooses the next node of the route through an eval-
uation of each adjacent edge. This evaluation is based on a trade-off between
redundancy and the distance of the paths to the destination from the evaluated
edge. After the evaluation, the best edge is chosen.

The formulae and equations for the computation of the metrics used in this
work assert that each node has a local representation of the network topology.
The topology is learnt and updated by each node through periodic messages
exchanged with neighbors, as described below. This topology update messages
are sets of tuples <edge,state,timestamp>, where state is either faulty or fault-
free and timestamp is a counter of state changes. This timestamp allows nodes
to determine whether the information is newer than the one it already has. The
local representation, however, does not need to be complete and up-to-date. The
topology is represented through a directed graph structure, with a set of vertices,
corresponding to the network nodes, and a set of edges, corresponding to the
network links.

This work considers crash faults, and the system is considered to be partially
synchronous, i.e., there is a finite time limit, not necessarily known, for the delay
on the communication between any pair of nodes.

2.1 Algorithm Specification

This section initially presents some preliminary definitions used in the algorithm
specification.

A directed graph (or digraph) G is a pair (V, E) of sets, in which V is a set
of nodes (or vertices) and E is a set of edges (or links). Each edge is a pair of
exactly two different nodes.
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Let G = (V, E) be a digraph; let c : E → � be a function corresponding to
the capacity of the digraph edges; let u, v ∈ V be nodes of the digraph G. A flow
between u and v is a function f : E → � where:

∀e ∈ E, f(e) ≤ c(e)

∀t ∈ V − {u, v},
∑

e=(t,t′)∈E

f(e) =
∑

e=(t′,t)∈E

f(e)

The size (or cardinality) of a flow f , represented as |f |, is defined as:

|f | =
∑

e=(u,t)∈E

f(e) −
∑

e=(t,u)∈E

f(e)

A flow f is said to be maximum if, for every flow f ′ between the same pair of
nodes, |f | ≤ |f ′|.

Let u, v ∈ V be nodes of the graph G. A cut between u and v is a set of
edges C so that removing all edges in C from the graph G, u and v are not
connected. The size (or cardinality) of a cut C, represented as |C|, is defined as
the cardinality of the set C. A cut C is said to be minimum if, for every cut
C′ between the same pair of nodes, |C| ≤ |C′|. For every pair of nodes of the
network, the maximum flow and the minimum cut have the same cardinality,
and are computed with the same algorithms [4]. So, this work will use both terms
interchangeably.

Figure 2 shows the algorithm that is run when node n has to route a packet
to a given destination. Γ (G, e) is an evaluation function, specified below.

The evaluation of the edges to be used in the routing process is computed
on a subgraph of the digraph that corresponds to the local representation of
the network topology. This subgraph is obtained with the removal of the nodes
already visited by the packet, and of the edges that are adjacent to these nodes.
This strategy guarantees there will not be loops.

There is a specific case in which edges that lead to loops are used. Considering
that topology information is not necessarily up-to-date in all nodes, a node can
choose an edge based on a path that is not available anymore, or is faulty. When
a packet reaches a node that already has up-to-date information, it is possible
that the only available paths to the destination pass through nodes already
visited. In this case, the packet needs to be delivered back to the node from
which it came. However, the node that receives this packet probably has out-of-
date information about the topology, since its selection led to a node without
available route options. So, in order to make it possible for this node to have up-
to-date information, the update message programmed to be sent to this node is
anticipated, and is sent before the packet is sent back to the node. This way, the
new node can take the decision for a new path based on more recently updated
information about the topology, and so avoiding paths with no routing options.

In order to make the information about the availability of the routes reach all
nodes in the network, a topology update process is run on each node. This process
is run every α seconds, where α is a parameter of the algorithm. Each node sends
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1. Add node n to the list of visited nodes of the message.
2. If there is an edge from node n to the destination, send the

message through this edge and finish.
3. Create an auxiliary graph G′, corresponding to the known

topology, removing the visited nodes of the message.
4. Evaluate each adjacent edge of node n, using function Γ (G, e)

in graph G′. Edges reaching visited nodes are not evaluated,
as well as edges without available paths to the destination.

5. If at least one edge was evaluated, send the message through
edge e with the largest Γ (G, e).

6. If no edge could be evaluated:
(a) Remove n from the list of visited nodes.
(b) If n is the source of the message, return an error.
(c) If n is an intermediate node, send an update message,

followed by the routed message, to the last node on the
list of visited nodes.

Fig. 2. The algorithm for choosing the next edge

for all its neighbors recently learnt information about topology changes. When
a node receives a packet through an edge that was considered faulty, the node
adds the edge to its local representation of the topology. If an update message
is expected and is not received through an edge after a timeout, the edge is
considered faulty and is removed from the local representation of the network
topology. This timeout is called β (β > α), and is also a parameter of the
algorithm.

After receiving an update message, each node replies with an acknowledge-
ment. After this acknowledgement is received, all information is marked so that
the sender does not need to resend the information again in the next update
message.

2.2 Edge Evaluation: Path Redundancy and Distance

The computation of the edge evaluation function Γ (G, e) is based on a set of
quantitative criteria related to the redundancy and to the size of the paths that
pass through the evaluated edge. For each of these criteria, a weight is associated,
so that the computation can be adapted to the priority given to each criterion.
Each weight is a parameter of the algorithm.

The following formula corresponds to the computation of the edge evaluation:

Γ (G, e) =
∑

cn∈C

ωn × cn(e) (1)
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In this equation, Γ (G, e) is the evaluation function, e is the edge being eval-
uated, C is the set of criteria (described below) and ωn is the weight associated
to criterion cn.

The criteria used for edge evaluation are functions that receive a graph rep-
resenting the topology as input and an edge, and return a numeric value. This
work uses two criteria: the cardinality of the maximum flow (or the minimum
cut) from the node adjacent to the evaluated edge to the destination node (c1)
and the length of the shortest path between these nodes (c2).

The main criterion used in this work for the evaluation of the edges for routing
is the maximum flow (or minimum cut) from the node adjacent to the evaluated
edge to the destination. This criterion is called c1. A classic algorithm for the
computation of the maximum flow is the Ford and Fulkerson algorithm [4,5]. This
algorithm uses an edge-valued graph structure, in which, for a graph G = (V, E)
there is a function c : E → �, that associates a value for each edge, corresponding
to the capacity of the edge. Our algorithm assumes that c(e) = 1 for all edges.
The complexity of this algorithm, when the capacity is an integer, is O(NM),
where N is the number of nodes and M is the number of edges of the graph
[5]. For the weight associated with this criterion (ω1) a positive value is used,
since the evaluation of an edge is intended to be proportional to the result of
this function.

In order to select routes that are not only robust but also short, one of the
criterion used for the evaluation of an edge is the minimum distance from the
node adjacent to the evaluated edge to the destination. This criterion is called
c2. As this work considers that all edge capacities or costs are equal to one,
a breadth-first search on the graph, in which the number of rounds, or levels,
passed through to find the destination node, starting at the evaluated node, is
used as the result of the criterion. The breadth-first search is run in O(M) steps,
where M is the number of edges in the network [6,5]. For the weight associated
to this criterion (ω2) a negative value is used, since a shorter distance is better
for evaluation of the edge.

2.3 Example Executions

Figure 3 shows an example execution of the algorithm. In this figure, suppose
node s has to send a packet to node t, The routing algorithm is run on s,
evaluating all adjacent edges, i.e., (s, a), (s, b) and (s, c), and choosing the one
that has the best evaluation and that will be used for the routing. Suppose the
chosen edge is (s, b), the packet is then sent from s to b through this edge.

When node b receives the packet sent by s to t, it evaluates edges (b, d) and
(b, e). Edge (b, s) is not evaluated, since node s has already been visited and,
so, is removed from the graph used for the evaluation. Suppose the chosen edge
is (b, e). The packet is then sent to node e. Similarly e evaluates its neighbor
edges, discarding (e, b) and choosing (e, h). Finally, node h evaluates its adjacent
edges. As it has an edge that goes directly to the final destination t, this edge
is used. So, the packet is sent to node t through edge (h, t), achieving the final
destination.
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Fig. 3. An example execution

Fig. 4. Rerouting after an edge becomes faulty

Consider another example. Suppose that, in the same network described
above, a fault occurs on edge (h, t), that is used on the path between s and
t. Figure 4 shows the resulting network after this fault. Suppose, again, that s
has a packet to send to t, immediately after the fault occurs. Suppose that, when
the packet is sent, only nodes h and t (adjacent to the faulty edge) have infor-
mation about the occurrence of the fault. The algorithm is run by node s, which
sends the packet to b, that sends the packet to node e, that sends the packet
to node h. This procedure is executed in the same way it was in the previous
example, since these nodes have not had their topology information changed.

When node h receives the packet to be sent to node t, it finds out that the
only possible paths leading to t pass through nodes already visited by the packet,
such as node e. Since there is no alternative route for sending the packet, node
h sends a topology update message to node e. As node e receives this message,
it will be able to take a decision based on more recent topology information. Fi-
nally, after sending the update message, node h sends the original packet back to
e. When node e receives the original packet, it will take a new decision about the
edge that should be used, now considering that the edge (h, t) is not employable.
So, another edge is chosen, for example, edge (e, g), sending the packet to node g.
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Fig. 5. An example execution with Γ evaluation

This node sends the packet to node t, using the edge (g, t), and the packet
achieves its destination.

Another example execution is shown in figure 5. The network shown in this
figure is the same as that shown in figure 1. In this example we show the eval-
uation function Γ (G, e) computed for the selection of the edges. Suppose the
weights for the criteria described above, ω1 and ω2, are respectively 20 and -5.
Suppose node s has a packet to send to node t, and edge (e, t) is faulty, but only
edges e and t have this information at this time.

Initially, node s evaluates all its adjacent edges, i.e. edges (s, a) and (s, b).
Both evaluations are made in a subgraph G′, that is equivalent to the original
topology representation in node s, except for node s itself. Note that edge (e, t),
even faulty, is still in graph G′, since node s does not have the information that
it is faulty. In graph G′, the maximum flow from node a to node t is equal to two,
and from node b to node t is equal to one, so c1((s, a)) = 2 and c1((s, b)) = 1.
The minimum path from node a to node t is a − e − t, with distance 2. The
minimum path from node b to node t is b − f − t, also with distance 2. So,
c2((s, a)) = c2((s, b)) = 2. Applying these values to the Γ (e) equation, we have:
Γ ((s, a)) = 30 and Γ ((s, b)) = 10, and thus edge (s, a) is selected.

When the packet arrives at node a, it evaluates edges (a, c) and (a, e). Edge
(a, s) is ignored, since node s was already visited. Now the evaluation is made
on a subgraph G′′, similar to the original topology representation in node a, but
removing nodes s and a, already visited. Note that edge e − t, even faulty, is
still in subgraph G′′, since node a does not have the information it is faulty. In
subgraph G′′, the maximum flow from both nodes c and e to the destination t
is equal to 1, so c1((a, c)) = c1((a, e)) = 1. The minimum path from node c to
node t is c − d − t, with distance 2. The minimum path from node e to node t is
e− t, with distance 1. So, c2((a, c)) = 2 and c2((a, e)) = 1. Applying these values
to the Γ (e) equation, we have: Γ ((a, c)) = 10 and Γ ((a, e)) = 15, and thus edge
(a, e) is selected.
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Node e, receiving the packet, has no alternatives for routing, as its only non-
faulty adjacent edge leads to node a, already visited. So, a topology update
message is sent to node a, containing the information about edge (e, t), followed
by the packet itself. When node a receives both the message and the packet, it
re-evaluates all its adjacent edges. Edge (a, e) is now ignored, as it does not have
any available path to the destination. Edge (a, s) is ignored, and Γ ((a, c)) = 10,
as described above, and (a, c) is select.

Now node c receives the packet, and it evaluates the only possible edge (c, d),
with c1((c, d)) = 1, c2((c, d)) = 2 and Γ ((c, d)) = 15. The packet is delivered to
node d, that has a direct available link to node t, and sends the packet to the
destination through this link.

3 Proofs

In this section we present proofs of correctness of the algorithm, as well as proofs
for the number and size of the update messages, the edge selection complexity
and the latency of the algorithm.

3.1 Correctness

The first proof corresponds to the correctness of the algorithm, i.e., if there
is a route between two nodes, the algorithm will route a packet successfully
between these two nodes. This proof assumes the following hypotheses. The first
hypothesis states that nodes that are adjacent to an edge (or to another node)
have correct information about the state of this edge (or node). The second
hypothesis states that the source node has at least one non-faulty path to the
destination in its local representation, i.e., in the local representation of the
topology in the source node at least one available path between source and
destination must be fully working; please note that this is not necessarily the
selected route. Another hypothesis states there is no topology change from the
time the packet leaves the source and the time it arrives at the final destination,
or until the source learns that there is no available path to the destination.

Initially a lemma is proved stating that if a packet is sent through all edges
with paths in the source’s local representation of the network and returns to the
source in every path, the source will learn there is no route to the destination
and the routing will correctly fail. After that, another lemma proves that, if
there is a non-faulty path to the destination through the selected edge, this edge
is used in the route. The next lemma proves that if there is one or more paths in
the local representation of the network in the source that are not faulty, then an
edge that is part of one of these paths is chosen to the route. Finally, using the
proved lemmas, the theorem stating the correctness of the algorithm is proven.

Lemma 1. Consider graph G = (V, E), and two non-faulty nodes s, t ∈ V
of this graph. Consider all nodes have the correct state information of their
adjacent edges in their local representations of the topology. If s sends a packet
with destination t using the proposed algorithm, and no edge adjacent to s is



16 J. Schroeder and E.P. Duarte Jr.

selected, or if after the message is sent in several tries through all adjacent edges
and all return an update message to the source, then s learns there is no available
route to the destination.

Proof. Assume the set of adjacent non-faulty edges of s is the set {e1, e2, . . . en}.
Edges that do not have available paths leading to the destination are ignored by
the algorithm, and so are not included in this set. Proving by induction, assume
initially that this set is empty, i.e., s does not have any fault-free adjacent edge.
The proof in this case is trivial, since s learns that there is no available route to
the destination.

Assume now the lemma is true for set {e1, e2, . . . en−1}. Assume that the set
is {e1, e2, . . . en−1, en}. Assume, without loss of generality, that the chosen edge
for routing is edge en. So, the packet is sent through edge en to the next node,
say node u. As there is no path to the destination, the packet has to return to
the node from where it came from. One of the hypotheses assumes the packet
is sent back through the same edge, en, but this happens only after u sends s a
message with all topology updates learned by u, considering u has no available
route to the destination t. After s receives this update message, it updates its
local representation of the topology. When the original packet arrives, a new
evaluation will start, and this time edge en is ignored, since the received topology
information points to the nonexistence of paths to the destination t through edge
en. So the set of available edges is changed to {e1, e2, . . . en−1}, for which the
lemma is true. So, by induction, the lemma is true, and s learns there is no
available route to the destination.

Lemma 2. Consider G = (V, E) is a graph, and s, t ∈ V are two non-faulty
nodes of this graph. Consider all nodes have the correct state information of
their adjacent edges in their local representations of the topology. Consider there
is a path from s to t, and that (s, u) is the first edge of this path (u and t may
be the same node). If s sends a packet with destination t through the edge (s, u)
using the proposed algorithm, the packet will either reach its destination or return
to the source s.

Proof. We prove by induction. First assume graph G has only two nodes. These
nodes have to be s and t and, by definition, they are not the same node. The
only edge that can be evaluated by node s is edge (s, t), since there is no other
possible edge in the graph. So, t = u. If this edge is faulty, s has the information
about this fault (hypothesis) and so (s, u) cannot be evaluated. However, if the
edge is not faulty, then the packet is sent by node s directly to node t through
the edge (s, u), arriving node t. When t = u a similar proof can be given.

Assume now that the lemma is true for a graph with (n − 1) nodes. Suppose
that G has n nodes. When s sends a packet through the edge (s, u), the hy-
potheses assert s has the information that this edge is not faulty. Node u, on
receiving the packet and after evaluating its adjacent edges, removes node s from
the graph used for the evaluation, and so continues the execution on a subgraph
containing (n − 1) nodes, for which the lemma is true. So, by induction, the
lemma is proven true for every number of nodes.
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Lemma 3. Consider graph G = (V, E), and two non-faulty nodes s, t ∈ V .
Consider all nodes have the correct state information of their adjacent edges in
their local representations of the topology. Consider s has a available path leading
to t in its local representation. If s has to send a packet to t, using the proposed
algorithm, an edge that belongs to a fully available route is chosen.

Proof. Proving by induction, consider s has only one neighbor, called u. As there
is an available path leading to t, this path has to pass through u (which can be
t itself). When the edges are evaluated, edge (s, u) is chosen because s has a
non-faulty route passing through this edge in its local representation, and it is
the only available edge. So, the lemma is true for one neighbor.

Now consider the lemma is true for (n− 1) neighbors. Suppose s has n neigh-
bors, called u1, u2, . . . un−1, un. Using the proposed algorithm, some edges are
going to be discarded, as they do not belong to available paths to the destination,
as proven by the previous lemma. Suppose, without loss of generality, (s, un) is
discarded. So, the algorithm continues with (n−1) neighbors, for which case the
lemma is true.

Consider now that no edge is discarded. Without loss of generality, consider
the edge evaluated as the best is (s, un). The algorithm sends a packet through
this edge. If the edge belongs to a available path leading to t, the lemma is
proven. If, however, there is no available path leading to t through (s, un), the
packet returns to node un, as proven by lemma 2, and a routing message is sent
back to node s with more recent information about the network topology. So,
edge (s, un) is discarded, as it does not belong to an available to node t. The
algorithm continues with (n−1) neighbors, for which it is true. Thus the lemma
is proven for any number of neighbors.

Theorem 1. Consider graph G = (V, E), and two non-faulty nodes s, t ∈ V .
Consider all nodes have the correct state information of their adjacent edges in
their local representations of the topology. Consider s has at least one available
non-faulty path leading to t in its local representation. If s sends a packet to t
using the proposed algorithm, the packet is delivered to t.

Proof. Initially consider there is a non-faulty edge linking s to t. In this case, as
s is adjacent to the edge and, so, has the information about its state, the packet
is sent from s to t through the edge (s, t), arriving at t, as proposed.

Consider now there is no direct link between s and t, or it exists, but is faulty.
According to lemma 3, as s has a non-faulty path leading to destination t in its
local representation of the topology, an edge that belongs to a non-faulty route
is chosen. According to lemma 2, as the chosen edge leads to a available path,
the packet arrives its destination. So, the packet arrives the destination t.

3.2 Number and Size of Update Messages

Theorem 2. Consider a network that employs the proposed algorithm for rout-
ing. The number of topology update messages sent by all nodes is O(M) every α
seconds, and each message has O(M) entries.
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Proof. The proposed algorithm employs periodic topology update messages. Ac-
cording to the algorithm specification, each node sends a message every α seconds
for each of its neighbors. If gv is the degree of node v, i.e. the number of adjacent
edges of node v, each node sends gv messages every α seconds. Thus

∑

v∈V

gv = 2M

2M messages are sent by all nodes every α seconds, and the number of messages
sent is O(M) every α seconds.

The worst case of the message size is when it has information about all links
in the network. As each edge is counted twice (once for each adjacent node), the
largest possible message has 2M entries, so the message size, in the worst case,
is O(M) entries.

3.3 Edge Selection Complexity

Theorem 3. Consider a network that employs the proposed algorithm for rout-
ing. The complexity for evaluating and selecting an edge for routing is O(M2).

Proof. For the selection of an edge, the proposed algorithm computes Γ (G, e) for
each of its neighbor edges, i.e. for gv edges. The Γ (G, e) computation includes
the computation of two criteria: the criterion c1, corresponding to the maximum
flow, that has a complexity of O(NM) [5]; and the criterion c2, corresponding
to the breadth-first search, with complexity of O(M) [5]. Thus, the complexity
for the computation of Γ (e) is O(NM + M) = O(NM). As this function is
computed for each neighbor edge, the selection of an edge is done in O(NMgv)
steps. As Ngv = 2M , the selection is done in O(M2) steps.

3.4 Latency

In this subsection, we evaluate the time required after a topology change for a
message to be properly routed.

Theorem 4. Consider a network that employs the proposed algorithm for rout-
ing. Consider that the source node has an available route to the destination in
its local representation of the topology. Consider that the state of an edge tog-
gles. The time elapsed from the occurrence of this event until a packet can be
successfully delivered to the destination is β seconds.

Proof. Assume that there is a route to the destination in the source’s local
representation of the topology, and that this route does not pass through the
edge that toggled state. This can be assumed as the route was assumed to be
available. In this case, only the nodes adjacent to the edge have information
about the state change. If the edge becomes faulty, each neighbor will learn the
state after β seconds without receiving any message through the faulty edge. If
the state change is the recovery of a faulty edge, or a new edge that is added
to the network, then the neighbors will learn the state change after at most α
seconds, when the next topology update message is sent. As β > α, in this case
the latency is β seconds.
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Theorem 5. Consider a network that employs the proposed algorithm for rout-
ing. Consider, now, there is no available route to the destination in the source’s
local representation of the network. Consider that the state of an edge toggles.
The time elapsed after the occurrence of this event until a packet can be suc-
cessfully delivered to the destination is O(D(G)α) seconds, where D(G) is the
diameter of the graph representing the network topology.

Proof. In this case the source node does not have any available path to the
destination in its local representation of the network. However, there is a path
leading to the destination passing through a faulty link that becomes available.
The neighbors of this link learn the state change in at most α seconds. This
information has to be sent to the neighbor’s neighbors, and so on until the
information arrives at the node that has a packet to send. In each step the
information takes at most α seconds to arrive at the next node. As each node
sends the message to all its neighbors, the message will arrive at the node that
needs the information in a number of steps equivalent to the minimum distance
between this node and the edge that has its state changed. As the maximum
shortest distance of two nodes in a graph is the diameter of the graph, or D(G),
the latency of the proposed algorithm for this case is O(D(G)α).

4 Implementation and Experimental Results

A simulator for the proposed routing algorithm was implemented in Java [3],
version J2SE (Java 2 Standard Edition) 1.4.2. A running applet is available at
http://www.inf.ufpr.br/jonatan/mfrp.

The implementation was divided in three modules. The first module is the
main module, which contains internal procedures, such as those employed for
the communication between nodes and edges, the edge evaluation for routing,
and the procedures for sending and receiving the topology update messages. The
second module is the graphical interface module, used for setting parameters
and visualizing the execution of the algorithm; the user can draw the topology,
observe the flow of routing information, determine the state of links and nodes,
and check selected routes. The third module is the simulation module, employed
to obtain experimental results on random graphs with random events.

The random graphs were generated using the Power Law distribution model
[7]. This model is proven to generate topologies that are very similar to those of
real networks, such as the Internet [8,9,10]. The simulation module, mentioned
before, implements the algorithm by Bu and Towsley [11] for creating random
Power Law graphs.

The experimental results presented in this paper take into account the num-
ber of messages that successfully arrive at the destination. For each simulation,
several graphs of 100 nodes each were generated. We could not employ larger
graphs due to lack of resources for the simulation. For each graph, a set of events
was generated. An event corresponds to either the change of the state of an edge,
the change of the state of a node state or the creation of a packet for routing.
Each event has an associated timestamp.

http://www.inf.ufpr.br/jonatan/mfrp
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The graph generator employed the Bu and Towsley algorithm with the follow-
ing parameters: m0 (initial backbone size) corresponding to 5 nodes, p (related
to the number of edges) equal to 0.6, and β (related to the graph sparsity) equal
to 0.2. In each graph random events were scheduled for about 10 minutes. About
every 120 seconds a randomly chosen node toggled its state; a random edge state
change was scheduled for about every 60 seconds; a packet was generated about
every two seconds. In all tests, the simulation was run several times for each
graph, using a representative result as the final result for each simulation.

Since for all simulations the same set of events was used, packets were ignored
in case they did not arrive at the destination because (1) the source or destination
failed or (2) there is no available route between source and destination. Each
simulation generated a total of 286 messages for each graph in average, and
about 25 messages were discarded for one of the reasons presented above.

In the first simulation experiment a varying time interval between topology
update messages, known as α, was employed. The following values were used
for α: 10 milliseconds, 0.5 seconds, 1 second, 2 seconds, 5 seconds, 10 seconds
and 20 seconds. In all simulations, β was defined as 2α, the delay for a message
transmission through an edge was 200 milliseconds and the values 20 and -5
were used respectively for the weights of the criteria c1 and c2 (ω1 and ω2). The
results are presented in figure 6, in (A). In this figure, the average number of
messages arriving at the destination in all graphs is used as result.

We can observe through the results of experiment 1 that the algorithm per-
formance is worse for higher values of α. The same occurs for very low values,
as 10 milliseconds. In the latter case, only five messages were successfully routed
to their destinations. This happens because, for a very low α, the number of
messages in the network is higher, causing congestion at some points and the
topology update messages get delayed. With a higher value of α, there is a re-
duction in the number of messages and most topology update messages can be
received in time. However, as α increases, the time for a node to receive topology
update messages also increases, and the local representation of the topology at
the nodes get out-of-date for longer periods. Thus, for this experiment we can
conclude that the best range for α is between 500 milliseconds and two seconds.
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Fig. 6. Simulation results for a varying α and β
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Another experiment varied the timeout interval for receiving information from
a given neighbor, called β. The simulation was run having α equal to 5 seconds,
and using the following values for β: 5, 7.5, 10, 15, 20, 30 and 50 seconds. In all
simulations, the delay for a message to pass through an edge is 200 milliseconds,
and the values 20 and -5 were used respectively for the criterion weights ω1

and ω2. The result is shown in figure 6, in (B). In this figure, as above, results
correspond to the average of the number of packets arriving at the destination
when routed with the proposed algorithm.

The results obtained show that there is a very low variation for the value of β
(note that the scales are different than the ones of the previous figure), however
the result is better for shorter values of β, closer to α. For higher values, the
algorithm’s latency is increased, and the time for a node to acknowledge the
failure of an edge is also increased, and so rising the probability of sending a
message through a faulty edge.

5 Related Work

The dependability requirements for modern networks is increasingly high. The
convergence latency of current Internet routing protocols, especially BGP is a
problem [2,12]. During this interval packets are lost and connections are broken.
This situation can persist even when the physical network is redundant, offering
alternative physical routes for communication.

Several approaches have been proposed in order to decrease BGP’s conver-
gence latency and/or to avoid its consequences. Recently, Sahoo et al. [13]
presented a strategy for adjusting BGP parameters, specially MRAI (Mini-
mum Route Advertisement Interval) and for reducing the processing overhead
of routers, allowing the reduction of the convergence latency after large-scale
failures. A set of tools for monitoring BGP routers, as well as determining rel-
evant events that may result in routing anomalies are presented in [14]. In [15]
an alternative BGP version is proposed, with messages for reporting faults that
allow new information to be distinguished from old information. The authors
show that their strategy avoids part of BGP instability problems.

Another strategy is FRTR (Fast Routing Table Recovery), introduced in [16],
which was proposed to detect and correct inconsistencies in neighbor routers
tables; the paper shows that the original BGP neither detects nor solves sev-
eral types of inconsistencies. An evaluation of the packet loss rate during the
convergence latency is presented in [17]. The authors conclude that increasing
the network connectivity causes a decrease of the packet loss rate, and that the
ability of the protocol of quickly propagating network state information is also
important to reduce the packet loss rate. Two papers [18,19] propose strategies
for path dependence analysis, in order to reduce the number of paths considered
during the convergence, and so reducing the convergence latency. None of these
papers proposes a solution that solves completely the problem.

An approach for finding robust paths, proposed in [20], is based on the iden-
tification of nodes that belong to highly connected components on the network,
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in order to find paths that pass through these nodes. Two connectivity crite-
ria are defined, named #C(v) and MCC(v), or the connectivity number and
the maximum connectivity component of a vertex, respectively. Polynomial al-
gorithms based on Gomory and Hu’s cut tree [21] are proposed for computing
these criteria. However, this approach is intended to be used for internal routing
only, as nodes are required to to maintain a complete and up-to-date topology
representation of the network.

Another related work refers to QoS routing, in which besides distance other
criteria are taken into account such as bandwidth, jitter and delay. In this case,
even if there are no link or node failures, and communication is not totally inter-
rupted, the previously agreed quality of service (QoS) level has to be maintained.
When a QoS violation is predicted or detected, rerouting is required [22]. The
MPLS (Multi Protocol Label Switching) protocol [23] is usually employed in this
setting. Using MPLS, it is possible to establish virtual circuits that carry flows
with specific QoS requirements. When a MPLS router has to change the virtual
circuit used for transmitting a flow, rerouting occurs for QoS restoration [24].

Several strategies for MPLS rerouting have been proposed. In [25], an archi-
tecture is presented based on mobile agents for monitoring virtual circuits and
rerouting after a QoS failure tendency is detected. This kind of approach is said
to be proactive, as opposed to reactive approaches which cause rerouting only
after detecting that the agreed parameters have been broken. In the proactive
approach periods when the network does not offer the required QoS levels are
avoided; on the other hand, rerouting is some times executed without being nec-
essary, as a QoS fault tendency is not always confirmed. Most proactive QoS
restoration techniques are based on back-up routes that are reserved for the flow
from the time it is established to the time it is released [26], even when they
are not necessary. A comparison between proactive and reactive strategies based
on traffic engineering is presented in [27]. Tanaka et al. [28] take into account
the physical network technology to evaluate rerouting strategies, considering
IP routers and optical devices, such as PXC’s (Photonic Cross Connects) and
DWDM (Dense Wavelength Division Multiplexing).

6 Conclusion

This work introduced a new fault-tolerant dynamic routing algorithm. Routes
are dynamically selected with maximum flow evaluation and distance. The pro-
posed algorithm does not require that routers be initialized with the complete
network topology. Intermediate routers are able to switch the path employed,
and this path itself is selected based on robustness, i.e. the number of edge-
disjoint routes it offers. The proposed routing approach was formally specified.
The correctness of the algorithm was proven in as well as the complexity, latency,
and the number and sizes of messages. Experimental results obtained through
simulation in Internet-like topologies were presented, allowing an evaluation of
choices for the algorithm parameters.
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Future work includes extending the proposed algorithm to deal with QoS
(Quality of Service) routing, allowing the selection of paths based on delay, cost
and bandwidth. The development of a path cache, for which the first message for
a source-destination pair establishes a path for others to follow, and so reducing
overflow, is under study. Employing additional criteria for evaluating edges, such
as the number of paths leading to the destination and the average distance of
such paths, is also under consideration, as well as simulation tests comparing
the algorithm with other well-known routing algorithms, such as Dijkstra and
Bellman-Ford. Implementations on larger networks and on real networks are also
planned for the future. Finally, a protocol using the proposed algorithm is being
developed. In order to be practical when deployed in large networks, this protocol
must employ techniques for enhancing the performance of the algorithm, such
as off-line route evaluation, and routing flows instead of single packets.
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Abstract. Several algorithms implementing failure detectors have been
proposed in the literature. In particular, we have proposed a family of
communication-efficient �P algorithms, i.e., algorithms using n links to
carry messages forever, being n the number of processes in the system.
Moreover, we have recently proposed a �P algorithm that uses only C
links, being C the number of correct processes. In this paper, we show
that C is the minimum number of links required to implement �P . We
also show that, assuming that there is at least one incorrect process,
C is optimal not only for �P but also for �S and Ω. We revisit our
Reliable Broadcast based communication-optimal �P algorithm, and
we show that, regarding QoS measures, it performs better than the
communication-efficient algorithms.

Keywords: Distributed algorithms, fault tolerance, Consensus, unreli-
able failure detectors.

1 Introduction

Unreliable failure detectors, proposed by Chandra and Toueg [5], have been used
to address the Consensus problem [16] and several related problems in asyn-
chronous crash-prone distributed systems. In this paper, we mainly focus on the
Eventually Perfect failure detector class, denoted �P , which satisfies (1) strong
completeness: eventually every process that crashes is permanently suspected
by every correct process, and (2) eventual strong accuracy: there is a time after
which correct processes are not suspected by any correct process. Nevertheless,
Consensus can be solved with a weaker failure detector class called Eventually
Strong, denoted �S, which satisfies strong completeness and eventual weak ac-
curacy: there is a time after which some correct process is not suspected by any
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correct process. Specifically, a particular failure detector called Ω, equivalent to
�S, has been proved to be the weakest failure detector to solve Consensus [4].
The Ω failure detector provides eventual agreement on a common leader among
all non-faulty processes in a system. Specific algorithms for implementing Ω
and/or �S have been proposed in the literature, e.g., [1,2,3,11]. Note that since
�P is strictly stronger than �S, any implementation of �P trivially implements
�S. Observe also that �P can be easily transformed into Ω, e.g., by choosing
as leader the non-suspected process with lowest identifier.

In [13,15] we have proposed a family of heartbeat-based algorithms which im-
plement �P using a logical ring arrangement of processes. In these algorithms,
every process p tries to determine which is its correct successor in the ring,
i.e., the process to which p should send heartbeats forever, and also which is
its correct predecessor in the ring, i.e., the process from which p should receive
heartbeats forever. Attached to heartbeats, processes propagate around the ring
a list of suspected processes, which provides the properties of �P . This list is
updated whenever p receives a new heartbeat from its predecessor, and then
used to set p’s current successor in the ring. The algorithms are communication-
efficient following Aguilera et al. [1], i.e., eventually only n unidirectional links
carry messages forever. With regard to this performance measure, heartbeat-
based ring algorithms outperform other ring algorithms based on polling [10] or
algorithms using a centralized communication pattern [1,12]. By all means, algo-
rithms using an all-to-all communication pattern, as Chandra-Toueg’s algorithm,
are far away from being communication-efficient. Our communication-efficient
algorithms sporadically broadcast failure suspicions and —when required— sus-
picion refutations. Since the heartbeat flow keeps on following the ring ar-
rangement, and eventually no new broadcasts occur, communication efficiency is
preserved.

In the Brief Announcement of [14] we show that even communication-optimal
algorithms for �P can be implemented, in which eventually only C unidirec-
tional links carry messages forever, being C the number of correct processes.
The algorithm proposed in [14] does no longer propagate a list of suspected
processes. Instead, it uses a Reliable Broadcast primitive [5] to communicate
the sporadic suspicions and refutations. Doing like that, no information about
suspected processes has to circulate around the ring. Now, the list of suspected
processes satisfying the properties of �P is inferred directly by a process p from
its balance of suspicions and refutations received about every process q.

Our Contribution. In this paper, we show that C is the minimum number of
unidirectional links carrying messages forever needed for an algorithm to pro-
vide the properties of �P in a crash-prone system. Furthermore, when C < n, we
show that C is also minimal for Ω. We then revisit the communication-optimal
�P algorithm of [14], providing a correctness proof. We also evaluate its perfor-
mance in terms of QoS measures, comparing it to the communication-efficient
�P algorithm of [15].

Despite Ω has been extensively used to solve Consensus, we focus our work on
implementing communication-optimal failure detectors of the class �P , instead
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of providing specific implementations for Ω. This is mainly justified by the fact
that, as we will show, communication optimality is nearly the same for both
�P and Ω, and every �P failure detector trivially implements Ω. Moreover, for
certain problems [8] and Consensus protocols [17] failure detector �P is required.
Finally, �P is more natural, in the sense that all correct processes can produce
a list containing just the faulty processes, providing a higher degree of accuracy.
This may be a relevant QoS parameter for some applications.

The rest of the paper is organized as follows. In Section 2, we describe the
system model considered in this work. In Section 3, we show the communication
optimality results for �P and Ω. In Section 4, we revisit the algorithm of [14],
and provide a proof of correctness. In Section 5, we evaluate its performance.
Finally, Section 6 concludes the paper.

2 System Model

We consider a distributed system composed of a finite set Π of n > 1 processes,
Π = {p1, p2, . . . , pn}, that communicate only by sending and receiving messages.
Every pair of processes (pi, pj) is connected by two unidirectional and reliable1

communication links pi → pj and pj → pi.
Processes can only fail by crashing, that is, by prematurely halting. Moreover,

crashes are permanent, i.e., crashed processes do not recover. In every run of the
system we identify two complementary subsets of Π : the subset of processes that
do not fail, denoted correct, and the subset of processes that do fail, denoted
crashed. We use C to denote the number of correct processes in the system in
the run of interest, which we assume is at least one, i.e., C = |correct| ≥ 1.

We consider that processes are arranged in a logical ring. Without loss of
generality, process pi is preceded by process pi−1, and followed by process pi+1.
As usual, p1 follows pn in the ring. In general, we will use the functions pred(p)
and succ(p) respectively to denote the predecessor and the successor of a process
p in the ring.

Concerning timing assumptions, we consider a partially synchronous model
[5,7] which stipulates that, in every run of the system, there are bounds on
relative process speeds and on message transmission times, but these bounds
are not known and they hold only after some unknown but finite time (called
GST for Global Stabilization Time). Actually, the bounds must exist and hold
only for the C links that eventually form the ring of correct processes, i.e., the
links from every correct process to its correct successor in the ring. Hence, the
bounds must only hold for a linear number of links.

Finally, in the algorithms presented in this paper we assume that a local clock
that can measure real-time intervals is available to each process. Clocks are not
synchronized.
1 The definition of reliable link that we consider is the following: if both the sender and

the receiver do not crash, then all messages that are sent are eventually delivered.
Reliable communication is usually implemented using retransmission techniques and
acknowledgment messages.
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Every process p executes the following:

To execute r-broadcast(m):
send m to all (including p)

r-deliver(m) occurs as follows:
when receive m for the first time

if sender(m) �= p then
send m to alla

end if
r-deliver(m)

a An optimization consists in not relaying m to p, sender(m), and the process q
from which m has been received for the first time (if q �= sender(m)).

Fig. 1. Reliable Broadcast by message diffusion

2.1 Reliable Broadcast

Reliable Broadcast is a communication primitive for asynchronous systems guar-
anteeing that all correct processes deliver the same set of messages. This set
includes at least all messages broadcast by correct processes. Formally, Reliable
Broadcast is defined in terms of two primitives, r-broadcast(m) and r-deliver(m),
and satisfies the following properties [9]:

– Validity. If a correct process r-broadcasts a message m, then it eventually
r-delivers m.

– Agreement. If a correct process r-delivers a message m, then all correct
processes eventually r-deliver m.

– Uniform integrity. For any message m, every process r-delivers m at most
once, and only if m was previously r-broadcast by sender(m).2

Figure 1 presents a simple Reliable Broadcast algorithm for asynchronous
systems with up to n − 1 crash failures [5]. Informally, when a process receives
a message for the first time, it relays the message to all processes and then
r-delivers it.

3 On Communication Optimality

In this section, we show that C, i.e., the number of correct processes in the system,
is the minimum number of unidirectional links carrying messages forever needed
for an algorithm to provide the properties of �P . Then, we show that, assuming
2 We assume that messages include the identity of the sender and a sequence number,

which make every message unique.
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that at least one process crashes, i.e., C < n, C is also minimal for implementing
Ω.3 Both results hold when there are at least two correct processes in the system,
i.e., C ≥ 2.

Theorem 1. C is the minimum number of unidirectional links carrying mes-
sages forever needed for an algorithm to provide the properties of �P in a crash-
prone system.

Proof. Given a run R, observe that every process must periodically inform that
it is still alive by sending a message, which after every incorrect process has
crashed gives us the minimum number of C unidirectional links. Otherwise, if
less than C unidirectional links carry messages forever, there is some correct
process p that eventually stops sending messages. Let t be the time instant in
which p stops sending messages. Consider now another run R′, identical to R
until time t, and assume that p crashes at time t in R′. For any correct process q,
if q does not eventually and permanently suspect p, then the strong completeness
property of �P is violated. Hence, q will eventually and permanently suspect p
in R′. Observe that both executions R and R′ are indistinguishable. Hence, in
run R q will also eventually and permanently suspect p, violating the eventual
strong accuracy property of �P .

Theorem 2. If at least one process crashes, then C is the minimum number of
unidirectional links carrying messages forever needed for an algorithm to provide
the property of Ω in a crash-prone system.

Proof. The proof is by contradiction. Assume that we have an implementation
of Ω in which only C − 1 unidirectional links carry messages forever. Observe
that such an implementation would be possible only if correct processes are
arranged in a tree topology, being the leader the root of the tree and propagating
heartbeat messages —directly or indirectly— to the rest of correct processes.4

Consider a run R of the algorithm in which C processes are correct and let t
be the time instant after which only C − 1 unidirectional links carry messages
forever. Consider now another run R′, identical to R until time t, and assume
that a process q different from the leader, which is correct in R, crashes at time
t in R′. Observe that both executions R and R′ are indistinguishable, and there
is no way for the leader to know that q has crashed, and hence it will not stop
sending messages to q. Since the number of correct processes in run R′ is C − 1,
the algorithm should use only C−2 unidirectional links to carry messages forever,
which contradicts the fact that the leader will not stop sending messages to q.

In [3], Aguilera et al. propose an algorithm implementing Ω such that eventually
only f links carry messages forever, being f the maximum number of processes
that can crash. They also show that in the crash-failure model no algorithm
using fewer than f links exists. Hence, if f = n − 1 (as in our system model),
Ω can be implemented with n − 1 links carrying messages forever, even if no
3 By equivalence, the reasoning regarding Ω applies to �S too.
4 Observe that a star is a particular case of a tree topology.
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process crashes, i.e., C = n. However, the algorithm of [3] uses always n − 1
links, independently of the actual number of correct processes C. As we will see,
the algorithm we propose in this work, besides implementing �P , dynamically
adapts the number of links used to the actual number of correct processes.

4 Communication-Optimal Implementation of �P

In this section, we revisit our communication-optimal implementation of �P
of [14] that uses Reliable Broadcast, providing a correctness proof and show-
ing its optimality. In the algorithm, each process sends heartbeats to its suc-
cessor in the ring, and monitors its predecessor by hearing heartbeats from
it. Figure 2 presents the algorithm in detail, which uses a Balancep variable
for every process p, accounting suspicions and refutations for every process. If
Balancep(q) > 0 with q �= p, then p suspects q; else, q is trusted by p. As we
will see, Balancep provides the properties of �P . Every process p starts sending
periodically an (ALIV E, p) message to its successor in the ring, denoted by
the variable succp (Task 1). Also, every process p waits for periodical (ALIV E,
predp) messages from its predecessor in the ring, denoted by the variable predp.
If p does not receive such a message on a specific time-out interval of Δp(predp),
then p suspects that predp has crashed, and r-broadcasts a (SUSPICION ,
p, predp) message (Task 2). In Task 3, when p r-delivers a (SUSPICION , q,
r) message, p increments Balancep(r) and calls the update pred and succ pro-
cedure. Besides this, if r = p, i.e., p has been erroneously suspected by q, p
r-broadcasts a (REFUTATION , p) message. In Task 4, when p r-delivers a
(REFUTATION , q) message, p decrements Balancep(q), increments Δp(q),
and calls the update pred and succ procedure. Variables predp and succp are
updated from Balancep to the nearest predecessor and the nearest successor in
the ring having a non-positive balance respectively.5 If all the components of the
Balancep vector are positive, then p sets both predp and succp to p.

4.1 Correctness Proof

We show now that the algorithm of Figure 2 implements a failure detector of
class �P and that it is communication optimal. In the proof, we consider that
all the time instants are after all the incorrect processes have already crashed,
and all the messages they have sent before crashing have already been delivered.
We start making the following observations.

Observation 1. ∀p ∈ correct, eventually and permanently Balancep(p) = 0.
This derives from the following: (1) initially Balancep(p) = 0, (2) for every
(SUSPICION , −, p) message that p r-delivers in Task 3, eventually p r-delivers

5 Here we informally use the terms nearest predecessor (or nearest successor) of a
process p to denote the first process preceding (or succeeding) p following the ring
arrangement and fitting a particular condition.
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Every process p executes the following:

procedure update pred and succ()
( 1) if ∀r : Balancep(r) > 0 then
( 2) predp ← p
( 3) succp ← p
( 4) else
( 5) predp ← p’s nearest predecessor r such that Balancep(r) ≤ 0
( 6) succp ← p’s nearest successor r such that Balancep(r) ≤ 0
( 7) end if
end procedure

( 8) predp ← pred(p) {p’s estimation of its nearest correct predecessor}
( 9) succp ← succ(p) {p’s estimation of its nearest correct successor}
(10) for all q ∈ Π :

Δp(q) ← default time-out interval
(11) for all q ∈ Π :

Balancep(q) ← 0

(12) cobegin

(13) || Task 1: repeat periodically
(14) if succp �= p then
(15) send (ALIV E, p) to succp

(16) end if

(17) || Task 2: repeat periodically
(18) if predp �= p and p did not receive (ALIV E, predp)

during the last Δp(predp) ticks of p’s clock then
(19) r-broadcast (SUSPICION , p, predp)
(20) end if

(21) || Task 3: when r-deliver (SUSPICION , q, r)
(22) Balancep(r) ← Balancep(r) + 1
(23) update pred and succ()
(24) if r = p then
(25) r-broadcast (REFUTATION , p)
(26) end if

(27) || Task 4: when r-deliver (REFUTATION , q)
(28) Balancep(q) ← Balancep(q) − 1
(29) Δp(q) ← Δp(q) + 1 {not needed if q = p}
(30) update pred and succ()

(31) coend

Fig. 2. Communication-optimal �P using Reliable Broadcast
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in Task 4 a (REFUTATION , p) message that compensates the previous incre-
ment of Balancep(p), and (3) eventually every correct process stabilizes with its
correct predecessor in the ring, after which it stops r-broadcasting suspicions.

Observation 2. ∀p, if predp = q with q �= p then Balancep(q) ≤ 0. Also,
if succp = r with r �= p then Balancep(r) ≤ 0. This derives directly from
the fact that both predp and succp are only updated by p inside the procedure
update pred and succ().

Observation 3. For every pair of correct processes p, q, when no more failure
suspicions occur, Balancep(r) = Balanceq(r) for every process r. By the proper-
ties of Reliable Broadcast, both p and q r-deliver the same set of (SUSPICION ,
−, r) and (REFUTATION , r) messages. Consequently, both p and q apply the
same modifications to Balancep(r) and Balanceq(r) respectively.

Lemma 1. For every pair of consecutive correct processes q, p in the ring, even-
tually p stops r-broadcasting (SUSPICION , p, q) messages.

Proof. The proof is by contradiction. Assume that p r-broadcasts (SUSPICION ,
p, q) messages infinitely often. Since both p and q are correct, for each message
(SUSPICION , p, q) q will r-broadcast a (REFUTATION , q) message that
will be delivered by p. Upon delivery, p will increment Δp(q). Since the commu-
nication link between q and p is eventually timely, eventually Δp(q) will reach
the unknown bound on message transmission times, after which p will receive a
(ALIV E, q) always before Δp(q) expires, and p will no more suspect q in Task 2.
This contradicts the fact that p suspects q infinitely often.

Lemma 2. For every pair of non-consecutive correct processes q, p in the ring,
eventually p stops r-broadcasting (SUSPICION , p, q) messages.

Proof. By Lemma 1, eventually p will permanently monitor another correct pro-
cess r, being r its correct predecessor in the ring. After that, p will never r-
broadcast any (SUSPICION , p, q) message any more.

Lemma 3. For every pair of correct processes p, q, eventually and permanently
Balancep(q) = 0.

Proof. Follows from Lemma 1 and Lemma 2, and the fact that, being initially
Balancep(q) = 0, by the algorithm p delivers the same number of (SUSPICION ,
−, q) and (REFUTATION , q) messages, compensating the increment and
decrement operations over Balancep(q) = 0.

Lemma 4. For every incorrect process q, eventually and permanently
Balancep(q) > 0 for every correct process p.

Proof. Note that after q crashes it will not be able to r-broadcast any message
(REFUTATION , q). Also, at least process r, being r the correct successor of
q in the ring, will eventually r-broadcast a (SUSPICION , r, q) message that
q will not refute, and consequently Balancer(q) > 0 permanently. Then, by
Observation 3, Balancep(q) > 0 for every correct process p.
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Lemma 5. Eventually, for every correct process p, predp will be permanently
set to p’s correct predecessor in the ring, and succp will be permanently set to
p’s correct successor in the ring.

Proof. Follows directly from Lemma 3, Lemma 4, and Observation 2.

Theorem 3. The algorithm of Figure 2 implements a failure detector of class
�P.

Proof. From Lemma 3 and Lemma 4, for every correct process p, eventually and
permanently Balancep(q) = 0 for every q ∈ correct, and Balancep(r) > 0 for
every r ∈ crashed. The rule “if Balancep(q) > 0, then p suspects q; else, p
does not suspect q” provides the properties of strong completeness and eventual
strong accuracy of �P .

Theorem 4. The algorithm of Figure 2 is communication-optimal, i.e., even-
tually only C links carry messages forever.

Proof. From Lemma 5, for every correct process p, eventually and permanently
succp will be set to p’s correct successor in the ring and, by Task 1, p will
send (ALIV E, p) messages to it forever. No other periodical messages will be
sent. Furthermore, since no more suspicions will occur, no new SUSPICION
(and hence REFUTATION) messages will be broadcast. Thus, if there are C
correct processes in the system, just a number of C unidirectional links will be
permanently used.

Observe that if there is just one correct process in the system, i.e., C = 1, the
algorithm of Figure 2 eventually uses no links, by an optimization introduced in
Task 1. Hence, when C = 1 both �P and Ω can be implemented using 0 links
carrying messages forever.

5 Performance Evaluation

Figure 3 summarizes the costs of the communication-efficient algorithm of [15]
and the communication-optimal algorithm presented in this paper, in terms of
the number of links used forever and the number of messages needed to manage
a suspicion. Chandra-Toueg’s all-to-all algorithm is also included as a reference.

Besides communication efficiency, there are QoS measures that are of interest
when evaluating the performance of failure detector algorithms, as those related

Periodic cost Sporadic cost
Algorithm (#links used forever) (#msgs to manage a suspicion)

Chandra-Toueg [5] C(n − 1) 0

Comm.-efficient [15] n O(n)

Comm.-optimal (Figure 2) C O(n2)

Fig. 3. Costs of different algorithms implementing �P
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to the accuracy of the information provided to querying processes. In particular,
we focus on the query accuracy probability, defined as the probability that a
failure detection module which is queried by its associated process gives the
right answer. This measure is based on [6], but has been extended in this work
to scenarios with more than two processes.

We have used the ns-2 simulator (http://www.isi.edu/nsnam/ns/) to test the
comparative performance of the algorithms. In Figure 4 we show the simula-
tion settings for a typical local area network scenario. The simulation generates
message delays at random with a uniform distribution. However, we have set
minimum and maximum message bounds. Apparently, this contradicts our par-
tially synchronous system model. Nevertheless, the algorithms do not exploit the
knowledge of the maximal message delay when initializing the timeouts. This al-
lows us to generate erroneous suspicions under the same conditions for both
algorithms. Moreover, from a practical point of view the setting of a maximum
message delay allows to determine the duration of the simulations.

Parameter Value

Minimum message delay 0.001

Maximum message delay 0.005

Periodicity of ALIV E messages 0.5

Initial timeouts 0.5

Timeout increment 0.001

Fig. 4. Simulation settings (in seconds)

The tests have been carried out for a number of nodes going from 3 to 24, with
a duration of 2000 seconds, that has been empirically proved to be sufficient for
comparative purposes. In fact, using the settings of Figure 4, after this duration
the simulations have either stabilized or are near stabilization. Every simulation
has been executed a sufficiently large number of times.6 We assume that no
process crashes during the simulation. This assumption does not really lose any
generality. On the one hand, in our algorithms erroneous suspicions are actually
more complex to handle than real crashes.7 On the other hand, although a crash
during the execution of the Reliable Broadcast may delay the delivery of the
message, the probability of such a failure in practice is very low. Also, this delay
is really small in a LAN, thus our assumption has not any impact in the QoS
measures.

Figure 5 shows the average results obtained. For clarity, values express the
complement of the right answer probability, i.e., the probability that a failure
detection module gives a wrong answer. In the communication-efficient algorithm
of [15], the circulation of the list of suspected processes around the ring, while

6 We have repeated every simulation 20 times. In fact, the averages become stable
after few executions.

7 Observe that crashed processes do not send any refutation message.
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required for a correctness point of view, had a negative impact over the newest
information about suspicions-refutations sent by processes. For example, a list
of suspected processes received from the predecessor in the ring may cancel a
recent suspicion directly received from another process. That is why, as shown in
Figure 5, we have also tested an improved implementation of the communication-
efficient algorithm that mitigates this effect by delaying updates.

In Figure 5, it can be observed that both the communication-optimal and
Chandra-Toueg’s algorithms provide constant bad answer probabilities (negligi-
ble in the latter). This is due to the use of an all-to-all communication pattern.
However, while Chandra-Toueg’s algorithm uses this pattern periodically and
forever, the communication-optimal algorithm uses it sporadically, and eventu-
ally stops using it. Regarding the communication-efficient algorithms, the afore-
mentioned effect caused by the circulating lists produces worse results, partially
mitigated in the improved version.

6 Conclusion

In this paper, we have explored communication efficiency, a performance pa-
rameter that refers to the number of unidirectional links that carry messages
forever. We have shown that failure detector class �P requires at least C unidi-
rectional links to carry messages forever, being C the number of correct processes.
Moreover, when at least one process crashes, C links are also required for �S
and Ω. We have revisited our communication-optimal �P algorithm of [14] and
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given a proof of correctness and optimality. Since this algorithm uses exactly
C unidirectional links to carry messages forever, it can be derived that com-
munication optimality for �P is achieved. Since �P trivially implements Ω,
communication optimality can be considered achieved also for �S and Ω failure
detectors.

Also, we have evaluated the performance of our algorithm compared to the
communication-efficient algorithm of [15], showing that it performs better in
terms of QoS. The price to pay is a higher cost in terms of the number of mes-
sages sent for managing suspicions. In this regard, our communication-optimal
algorithm uses Reliable Broadcast to communicate suspicions and refutations,
involving a quadratic number of messages. Since this can be a drawback in some
scenarios, e.g., very large networks, our current research is focused on variants
of the algorithm in which, while preserving QoS, Reliable Broadcast is replaced
by point-to-point communication.

Acknowledgments. We are grateful to the anonymous reviewers for their com-
ments, which helped to improve this paper.
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Abstract. A distributed dynamic system is a fully distributed system
subject to a continual arrival/departure of the entities defining the sys-
tem. Another characterizing dimension of these systems is their, possibly,
arbitrary large size (number of entities) and the possible arbitrary small
part of the system a single entity directly interacts with. This interac-
tion occurs through data exchange over logical links, and the constantly
changing graph, formed by all links connecting entities, represents the
overlay network of the dynamic distributed system. The connectivity of
such overlay is of fundamental importance to make the whole system
working. This paper gives a precise definition of the connectivity prob-
lem in dynamic distributed systems while formally defining assumptions
on arrival/departure of entities and on the evolution of the system size
along the time. The paper shows the impossibility of achieving connec-
tivity when an arbitrary large number of entities may arrive/depart con-
currently at any time, doing so for an arbitrarily long time. A solution
is presented achieving overlay connectivity during quiescent periods of
the system: periods in which no more arrivals and departures take place.
The paper conveys the fact that the finite but not known duration of the
perturbed period before quiescence makes the solution of the problem far
from being trivial. The paper also provides a simulation study showing
that the solution not only achieves connectivity in quiescent periods but
it rearranges entities in an overlay that shows good scalability properties.

1 Introduction

Recently researchers have been paying more and more attention to so-called dy-
namic systems. Basically named in the peer-to-peer literature, dynamic systems
do not have an agreed and precise definition yet, but it is possible to recognize
some features characterizing them [4,6], listed below:

1. Full decentralization. A dynamic system is a fully decentralized system
in which each entity plays the same role;

2. Dynamicity. Dynamicity concerns a possible continually changing mem-
bership of the very entities defining the system;

� This work has been done in the context of the European Network of Excellence
ReSIST (Resilience for Survivability in IST).
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3. Locality. Locality concerns how entities interact in the system. Generally
speaking, the system may show a possible arbitrary size while each entity
has a possible arbitrary small knowledge about the system it is member of.
It is also said that this knowledge defines the entity’s neighborhood, i.e., the
other entities an entity will directly interact and communicate with.

These characteristics may be abstracted in a unique unifying concept: the
concept of a dynamic graph (also called overlay network) that includes as vertices
all system entities and that depicts through its arcs the neighbors each entity
knows of, along the time.

The concept of overlay is well-known in the peer-to-peer literature, but in
this paper we want to attribute to this concept an abstract flavor by simply
considering this overlay as the communication graph of the system. In static
distributed systems this graph is defined at the very beginning and may change
only by losing vertices (if entities fail) or arcs (if links shutdown). In a sense the
communication network in static systems abstracts the physical network and
the communication network topology is tightly coupled to the physical network
topology. Contrarily, in dynamic systems the communication network is defined
on top of – and generally independently of – the underlying physical computer
network by a specific overlay protocol always running at each entity. This pro-
tocol is in charge to set and maintain the entity’s neighborhood, and its output
defines a new communication graph for each change it makes.

In this paper we want to formally tackle the problem of keeping the dynamic
overlay connected over the time. It is obvious that the connectivity of the overlay
is of fundamental importance as it enables communication among entities. If the
overlay is connected any pair of entities is able to communicate through at least
one path. On the other hand, losing connectivity leads to a partitioned overlay. In
a partitioned overlay, entities group in components and communication between
entities in different components stops. The logical nature of the network gives
here the opportunity of designing an overlay protocol that could try to avoid
logical partitions or detect and recover from them 1.

Unfortunately, there is no formal definition of the overlay connectivity prob-
lem, and the precise definition of an appropriate computing model where to
study the problem is still an open research issue [4]. In particular, [4] proposes a
computing model embedding the concept of dynamic communication graph. This
graph varies along the time by adding and removing (possibly concurrently) an
arbitrary large number of entities. In this computing model, however, the com-
munication graph is assumed always connected, i.e., the existence of an overlay
protocol able to maintain the dynamic graph connected all the time is assumed.
The study about the implementability of this assumption is exactly the scope of
this paper.

This study led to the following contributions: (i) the adoption of a distributed
computing model where the connectivity problem may be solved; (ii) a formal

1 In the reminder of this paper the term partition will be always referred to logical
partitions, physical partitions are not handled.
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specification of the connectivity problem and (iii) a protocol which satisfies the
specification under the model proposed.

More specifically, the system model assumes an arbitrarily large number of
processes that along the time join and leave the system when considering the ac-
cess to the overlay of simultaneous joins is not serialized. Specifically, we assume
a finite arrival model [10] where the (finite) number of processes simultaneously
joining/leaving the overlay is arbitrary and unknown. Assuming a finite arrival
model has the following implications:

– Each system run can be divided in two intervals of time: a first finite interval
in which joins and leaves take place (perturbed period) and then an infinite
period of time in which no more join and leave occurs (quiescent period).
The perturbed period lasts for an unknown time.

– The overlay has an unknown (but finite) size where process failures accu-
mulate over time as processes join. Thus, the number of failures tend to an
arbitrary large number as time passes and the proportion among the total
number of processes and faulty ones, at any time, is arbitrary2.

As any run of these systems can be characterized by a perturbed period fol-
lowed by a quiescent period, we call these systems eventually quiescent dynamic
systems.

Then, the paper presents the connectivity problem specified through a prop-
erty called eventual strong connectivity, which expresses the ability for overlay
entities to communicate from an arbitrary time onwards. Complementary prop-
erties are specified to guarantee overlay progress, i.e., to avoid trivial solutions
that systematically prevent joins to the overlay.

At this point, it may seem trivial solving eventual strong connectivity in an
eventually quiescent dynamic system. However, this is far from being true for
the following reasons:

– The paper shows that there exists no protocol which can assure connectivity
during the perturbed period, i.e., a partition may occur during this period.
This comes from the effect of the admitted level of concurrency. In fact,
many overlay protocols proposed in the literature are proved to maintain
connectivity in face of a limited and a priori-known level of dynamicity[6],
while in this paper we assume that an arbitrary number of joins and leaves
may happen concurrently.

– No protocol can detect when quiescence begins.

From the first point it follows that any protocol can achieve connectivity only in
quiescent periods. Moreover, from the second point, it follows that it has to do
its best during the perturbed period to face partition occurrences. In particular,
any protocol must detect any partition and subsequently recover it.
2 It is worth to note that this computational model departs from classical static dis-

tributed system models in which: (i) the number of processes is fixed and a-priori
known and (ii) solutions are designed to behave correctly under fixed and known
threshold of failures.
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In this paper we present a protocol able to eventually detect and restore
connectivity each time a partition occurs and able to output an overlay in the
quiescent period which is an undirected tree. The tree topology eases the task
of detecting partitions. More specifically, each failure triggers a restoring and
in order to reduce the number of restorings, voluntary leaves are managed in
a different way than failures. In particular, voluntary leaves are handled in an
active way, i.e., a piece of code is executed before the actual deletion of the
vertex from the overlay 3.

Through an experimental analysis, we also investigate the nature of the trees
the protocol is able to output during quiescence, dependently on the level of
dynamicity experienced during the perturbed period. In particular we found
that the higher the level of dynamicity was, the more unbalanced the resulting
tree becomes, showing a few number of vertices with a huge number of children.
Then we discuss and evaluate a mechanism to converge to a k − ary balanced
tree when the system becomes quiescent.

The paper is organized as follows. Section 2 presents our distributed com-
puting model while Section 3 defines the connectivity problem and presents the
impossibility of ensuring connectivity all the time. Section 4 presents a tree-based
protocol solving the problem. In Section 5 the overlay maintained by the pro-
tocol is evaluated. Section 6 presents related work, and Section 7 concludes the
paper. Due to lack of space the proof of the protocol correctness is not included
but it can be found in [12].

2 System Model and Basic Definitions

We consider an infinite set of processes Π , uniquely identified. We denote pro-
cesses by i, j, k. Processes communicate by exchanging messages through point-
to-point reliable channels. We assume no bound on process relative speeds and
message transmission delays. A process may be correct or faulty. A correct pro-
cess never fails. A faulty process fails by crashing. To simplify the description
without losing generality, we assume the existence of a fictional global clock,
whose output is the set of positive integers denoted by T .

Process State. Each process i ∈ Π has a finite set i.X of variables x ∈ Π ∪
{nil}, where nil is a special process that does not belong to Π . There is no
communication channel from/to nil. i.x denotes a neighbor variable x of process
i. By definition the nil process does not have any neighbor variable. The state
of a process i is represented by i.X . Each neighbor variable i.x initially assumes
a nil value.

Overlay Definition. At any time, the global state constituted by the set of pro-
cesses and their neighbor variables define the overlay. Formally,

Definition 1 (Overlay O(t)). The overlay O(t) is the set constituted by each
pair 〈i, i.X〉 : ∃i.x ∈ i.X �= nil at time t.
3 In [11] is shown that, without failures, connectivity can be assured all the time.
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Any process i : 〈i, i.X〉 ∈ O(t) is called a vertex of the overlay O(t).

Process Actions. Each process i is characterized by the following actions: initi,
joini, leavei, stopi.

The initi action is an output action coming from the outside world (by an
application). The effect of the initi action is the initialization of the neighbor
variables.

The joini action is an internal action. The effect of the joini action is the
assignment of a non-nil value to some neighbor variable of i, from a state in
which all neighbor variables have a nil value, i.e., the joini action determines
the addition of the process i to the overlay.

The leavei action is an internal action. The effect of the leavei action is the
assignment of nil values to each neighbor variable of i, from a state in which at
least one neighbor variable has a non-nil value, i.e. the leavei action determines
the deletion of the process i from the overlay.

The stopi action is an input action that models a crash of the process (it is
not actually executed). The effect of this action is the same for the leavei action,
i.e., the stopi action determines the deletion of the process i from the overlay.

The need of using two different actions for leaves and failures (stopi and leavei

respectively) gives the opportunity of treating these two events in a different
manner, as done in the protocol of Section 4.

Eventually Quiescent Dynamicity. We assume a finite arrival model [2,7,9], i.e.,
the number of processes in the system is infinite but only finitely many might
be added to the overlay for any system execution. The admitted level of simul-
taneous concurrency allows the number of processes concurrently added/deleted
to/from the overlay at any time to be finite, arbitrary and unknown. This im-
plies that at any time t the number of pairs 〈i, i.X〉 ∈ O(t) is finite but can grow
until an unknown bound. Once a vertex i is deleted from the overlay (by leavei

or stopi), it is deleted forever. This assumption is not restrictive as a process
can become a vertex with a different identifier an unbounded number of times
(remember that Π , the set of processes, is infinite).

A vertex may be stable or transient. A stable vertex, once added to the overlay,
belongs to the overlay forever. A transient process belongs to the overlay only a
finite interval of time.

The contact() function. Any process, to be added to the overlay, must set one
(or more) of its own neighbor variables to a non-nil value. The need for getting at
least one vertex identifier arises as no a-priori knowledge is assumed. To join the
overlay, a process invokes a contact() function. The contact() function returns a
set of processes called contacts.

3 The Overlay Connectivity Problem

The goal of an overlay protocol is to dynamically manage the overlay in order
to add and delete vertices while keeping the overlay connected. In the following,



Connectivity in Eventually Quiescent Dynamic Distributed Systems 43

we precisely define the properties that such a protocol should ensure. Namely,
we give (i) a property which captures a fundamental requirement on the state of
the overlay and (ii) a set of properties that guarantee the progress of the overlay.

3.1 Eventual Strong Connectivity

The overlay O(t) is said to be connected if for any pair of vertices there is at
least a path of neighbor variables connecting them. At any time the overlay may
be viewed as a directed graph (digraph) with an arc (i, j) iff j ∈ i.X . With some
abuse of terminology we will refer to the overlay either as a global state or as
the graph defined by its neighbor variables.

A directed path from i to j at time t is denoted by i →t j and is defined as
follows:

Definition 2 (Directed Path). For any i, j : 〈i, i.X〉, 〈j, j.X〉 ∈ O(t), then
i →t j iff at time t one of the following conditions holds:

∃i.x ∈ i.X : i.x = j or ∃k ∈ Π : (i →t k) ∧ (k →t j)

Two vertices are weakly connected if there exists a directed path in between;
more precisely:

Definition 3 (Weak Connection between Two Vertices). For any i, j :
〈i, i.X〉, 〈j, j.X〉 ∈ O(t) (i may be equal to j) are weakly connected, iff i →t

j ∨ j →t i.

Two vertices are strongly connected if there exist two directed paths (one in each
direction) in between; more precisely:

Definition 4 (Strong Connection between Two Vertices). For any i, j :
〈i, i.X〉, 〈j, j.X〉 ∈ O(t) (i may be equal to j) are strongly connected, iff i →t

j ∧ j →t i.

The following property, called Eventual Strong Connectivity (ES), guarantees
that every pair of vertices in the overlay are strongly connected from an arbitrary
point of time onwards. A protocol ensuring eventual strong connectivity is not
necessarily able to maintain strong connectivity at any time, e.g., some overlay
disconnection is allowed. In this case the protocol should be able to restore the
overlay. The meaning of having an eventual connectivity instead of a connectivity
at any time comes from the impossibility of maintaining connectivity at any time
in the model assumed (see Section 3.3).

Property 1 (Eventual Strong Connectivity (ES)). ∃t : ∀t′ ≥ t,

∀i, j : 〈i, i.X〉, 〈j, j.X〉 ∈ O(t′) ⇒ (i →t′ j) ∧ (j →t′ i)
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3.2 Overlay Progress

The ES property characterizes the connectivity of an overlay that may change
arbitrarily often due to finite arrival model assumed. However, a trivial (and
bogus) connectivity maintenance protocol may systematically avoid the addition
of any element in the overlay.

Thus, to prevent trivial implementations, properties on the progress of the
overlay are needed. We define two different progress properties: Global Progress
and No-Lockout.

Property 2 (Global Progress). If there exists a correct i ∈ Π that executes the
joini action at time t, then ∃t′, j : t′ > t ∧ 〈j, j.X〉 ∈ O(t′) ∧ 〈j, j.X〉 �∈ O(t).

This property does not guarantee that the access to the overlay is granted to
all processes executing the connectivity protocol, i.e., it allows a process j to
be repeatedly granted the access to the overlay, while another process i trying
to obtain the access is forever prevented from doing so. The following stronger
progress property precludes this scenario.

Property 3 (No-Lockout). For each correct process i ∈ Π that executes the joini

action, ∃t : 〈i, i.X〉 ∈ O(t).

3.3 Impossibility of Avoiding Overlay Partitions

Each graph has its level of connectivity that defines the resilience the graph
has to vertex removal. More formally, the connectivity level of a graph is the
minimum number of vertices that must be removed, to disconnect it. A graph is
said to be k-connected if it disconnects by removing at least k vertices.

Let us remark at this point that the only way to tolerate any number of
concurrent failures is to maintain a clique along the time, while maintaining
a topology with some a priori-defined level of connectivity t means tolerating
an arbitrarily small number of simultaneous failures with respect an arbitrary
system size N , since it could be t << N at some point of time.

Thus, the aim of this section is proving that even starting from an overlay
with a clique topology, the way in which vertices can arrive and depart may
lead the overlay to show a monotonically decreasing level of connectivity, until
disconnection. Let us consider ideally that there is a clique of k vertices, in a
system, thus, starting with k vertices. The decrease of the overlay connectivity
is due to the following facts:

– Impossibility of maintaining a clique (see below) along the time when con-
sidering non-serialized access of an arbitrarily large number of concurrent
joins. The number of vertices of the overlay in this case may increase to
some N > k while the level of connectivity remains k (this happens, for
instance, when each new vertex connects with k arcs to the k vertices of the
original clique).
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– Now, the departure of one of the k vertices which belonged to the original
clique makes the connectivity of the overlay decreasing to some h < k.

Note that this pattern may provoke a disconnection if all k vertices in the
original clique simultaneously depart.

The Impossibility of a Clique. We give a formal proof of the impossibility of
maintaining a clique at any time. The proof is based on the following abstract
solution of the problem. Let us consider two atomic operations, namely contact()
and update(). contact() is a a very powerful contact function that allows pro-
cesses to get the complete snapshot of the overlay at the time they invoke the
function. contact() returns in contacts the finite number of vertices in the over-
lay. Then, on the basis of the information got from the contact function, the
process enters the overlay invoking an update() function. Once the update func-
tion returns the process has been added in the overlay 4. The update consists in
adding i as new neighbor of each vertex in contacts and adding each vertex in
contacts as neighbor of i.

Let us note that at the heart of the impossibility lies the non-atomic execution
of contact() and the subsequent update(). In fact, this modelling let us consider
a non-serialized access to the overlay and the effect of an arbitrary number of
concurrent leaves/failures. Formally:

Let us denote as |O(t)| the number of vertices of the overlay O at time t.

Theorem 1. If there exists a time t: ∀〈i, i.X〉 ∈ O(t), i.X variables define
a clique, then there exists a time t′ > t in which the graph defined by each
〈i, i.X〉 ∈ O(t′) it is not a clique and has connectivity k < (|O(t′)| − 1).

Proof. Let us suppose by contradiction that for all t′ > t, the graph defined
by 〈i, i.X〉 ∈ O(t′) is a (undirected) clique. This implies that for each t′ > t,
∀〈i, i.X〉, 〈j, j.X〉 ∈ O(t′), ⇒ j ∈ i.X ∧ i ∈ j.X .

Let us consider any run R in which only two processes i, j ∈ Π are added
to the overlay after time t. In particular, they invokes the contact() function
at the point of time, respectively, tri , t

r
j > t and the update() function at the

point of time, respectively, twi , twj > max(tri , t
r
j). The contact() function returns

all processes in O(t) (not comprising i and j). Then at time t′ = max(twi , twj )
the overlay O(t′) contains 〈i, i.X〉 and 〈j, j.X〉 but i �∈ j.X and j �∈ i.X with a
connectivity k = |O(t)| − 1 = |O(t′)| − 3 contradicting the initial hypothesis.

4 The Protocol

This sectionpresents the protocol. Section 4.1 contains a detaileddescription of the
protocol, while Section 4.2 presents the assumptions underlying the correctness of
the protocol. In particular, assumptions about the contact() function and the type
of used failure detection are discussed, giving an intuition of their necessity.
4 To avoid to solve our problem with the contact function, we also suppose that the

invocation of the contact function is only intended to solve the bootstrap, i.e., it can
be invoked at most once and before the invocation of the update() function.
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4.1 Protocol Description

Our protocol arranges the vertices of the overlay in a routed tree topology.
A process i that wishes to join the overlay establishes a connection with an
arbitrary node of the tree j, becoming a child of j. Note that any number of
nodes (less than the number of current nodes in the overlay) may simultaneously
be added to the overlay.

The tree may disconnect because of any leave or failure, however, leaves and
failure are managed in a different manner. In particular, leaves are handled in
an active way: before leaving any node repairs the tree without causing a parti-
tion. More specifically, a node i that wishes to leave the overlay ensures, before
leaving, that its sub-tree (rooted by i) is being connected to i’s parent. Adjacent
and concurrent leaves on the same branch are properly managed establishing a
departure order.

Any non-leaf failure, on the other hand, causes a partition. The recovery from
the partition is enabled by a dynamic restoring mechanism. This mechanism
provides that any i’s failure in the tree triggers a re-connection of the sub-tree
routed by i to another live node in the tree. In this case, the re-connection must
be carefully handled to avoid scenarios in which i reconnects to a node belonging
to its sub-tree. To this end, upon joining, nodes set a particular variable called
rank and re-connection is driven by the node ranking defined at the join time.
This mechanism allows to properly select a new parent not belonging to the
disconnected sub-tree.

Process state. In the following the overlay will be denoted as T (t). Each element
of T (t) is composed of a pair 〈i, (i.parent, i.children)〉 where i.parent and each
x ∈ i.children are neighbor variables. With respect to the process state described
in Section 2, the state is enriched by the variable s and the variable rank; the
variable s can contain values {in, out, joining, leaving, restoring}, while rank
is a natural number.

Process actions. Each process i performs a Tree() task to maintain the overlay.
We detail the effects of actions initi, joini, leavei described in Section 2. The
initi action: (i) it initializes the neighbor variables to nil values 5; (ii) it initializes
the s variable to out and (iii) invokes the Tree(). The joini action sets the s
variable to joining. The leavei action sets the s variable to leaving.

T (t) initialization. The overlay is initialized by an initiator r, i.e., T (t0) =
〈r, (r.parent = r, ∀x ∈ r.children, x := nil)〉 ∧ r.state = in. It means that r
is a special process with an initr action occurring at time t0, which is slightly
different from the init of all other processes. Upon the initr action, r (i) sets
s := in, (ii) r.parent := r and ∀x ∈ r.children, x := nil, and (iii) r.rank = 0.
Then, r invokes task Tree().
5 The set of neighbor variables is unbounded, i.e., the number of neighbor variables

is a-priori-unknown, thus this static initialization models a dynamic initialization of
neighbors variables.
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The Tree() task. The Tree() task handles the addition/deletion 6 of the pair
〈i, (i.parent, i.children)〉 to/from T (t), i.e., it sets and updates neighbor variables.

As soon as a process i wishes to join the overlay, it sets its variable s to
joining. Any vertex in the tree wishing to leave the overlay sets variable s to
leaving. Any vertex in the tree wishing to restore after disconnection has its s
variable equal to restoring. Tree() handles the s state transitions: [joining/in],
[leaving/out] and [restoring/in]. The completion of the transition [joining/in]
at time t denotes the addition of the pair 〈i, (i.parent, i.children) to T (t). The
completion of the transition [leaving/out] at time t′, denotes the deletion of the
pair 〈i, (i.parent, i.children)〉 from T (t). With this mechanism, all in processes
are vertices of the tree, while all out processes are not vertices of the tree, i.e.,
each out process i has i.parent = nil ∧ ∀x ∈ i.children, x = nil.

A faulty vertex disconnects all its sub-tree (if any). To cope with faults Tree()
has access to a failure detector module FDi reporting a list of faulty processes.
In this case all children enter a restoring state when their FD module reports
their parent. Tree() recovers the overlay reconnecting restoring nodes to a new
live parent.

In Figure 3 the Tree() pseudo-code is shown. In the following we detail the
mechanism to join, leave, and restore.

The join mechanism. When the variable i.s assumes the joining value (line 4),
i obtains a vertex a of the tree through the contact() function. Then i sends
a “JOIN” message to a (line 5). Upon receiving the “JOIN” message, a adds
i to its children if its a.s = in (the role of the rank variable is detailed for
the restore mechanism), by setting a.children to i and sending an “ACK JOIN”
message back to i (lines 16,19). Upon receiving the “ACK JOIN” message, i
sets i.parent to a (line 8) and sets the variable i.s = in (lines 31-32). At this
point the [joining/in] transition completes. With this mechanism, if the joining
process establishes its connection at time t with a vertex j, i.e., i →t j, then
there exists a time t′ < t in which j →t′ i (see Fig.1). This mechanism allows to
couple i to a possible transient parent. As we see in the following, this parent
before leaving will give a notice to all its children, i comprised. At line 9, the
process i sets also its own variable i.rank to the rank of its parent plus one (not
shown in Fig.1).

Due to concurrency, asynchrony, and failures the a vertex given by the contact()
function could be out or failed before receiving the “JOIN” message from i 7. In
this case we assume that FDi will report a in its list, at this point i restarts by
getting another contact a.

The leave mechanism. When the variable i.s assumes the leaving value, the
protocol allows to update the i’s neighbors before deleting i from the overlay.
In practice, it ensures that the parent of i becomes the parent of each child of
i. In case of two (or more) concurrent leaving processes i, j which are adjacent
6 Deletions of only voluntary leaves.
7 We assume that a process which has left the overlay (an out process) is not obligated

to respond to messages associated with the maintenance of the overlay connectivity.
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Fig. 1. Change of topology and message pattern for joining

on a same path, the deletion of the pairs 〈i, i.X〉 and 〈j, j.X〉 during the con-
current diffusion of the corresponding updates may lead to a partition. To avoid
partition, the two updates are serialized: before deleting j, the i′s update takes
effect (or vice versa). After that, j updates its neighbor variables and sends a
new update to new neighbors. In the presented protocol the deletion order is
given by the distance from the root. The process closest to the root leaves first.

In particular, the pseudo-code includes a sequence of asynchronous basic steps,
where a basic step is the sending and the receiving of a “LEAVE” and its
“ACK LEAVE” message, respectively (lines 12-15). The [leaving/out] transi-
tion completes when a basic step succeeds (line 15), s = out. More in details,
during each step, a “LEAVE” message containing the children of i is sent to
update the neighbor variables of the current i’s parent (line 12).

In the simple case where the i’s parent k is in when the “LEAVE”(i.children)
message is received (line 21), k updates its children variable, it sends a “NEW PA-
RENT”(k) message to all new children and it sends an “ACK LEAVE” message
to i (line 23). In Fig. 2 the message pattern and the consequent changing of
connectivity relations is described.

After line 23 (executed at time t), we have: (i)∀j ∈ i.children, j ∈ k.children,
then k →t j and (ii) k �→t i by eliminating i from k.children. When at time t′ the
“ACK LEAVE” is received by i (line 13), i sets its neighbor variables to nil, then
only the relation k →t′ j holds. When at time t′′ “NEW PARENT”(k) is received
by each j (lines 24-25), then the following relations hold: k →t′′ j ∧ j →t′′ k.

In a more difficult case, the i’s parent k is leaving when the “LEAVE” message
is received. In that case an order on the departures of i and its parent k is needed,
to break the tie. The rule is the following: if i and its parent k have concurrent
leaves, k leaves the system before j. In this case, while a step is running for i,
a basic step succeeds for k. Then a new (strong) connectivity relation involves i
and the k’s parent j, i.e., i →t′′ j ∧ j →t′′ i. A this point i will have to start a
new step since the variable parent change has been set to true (line 19).
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Fig. 2. Change of topology and message pattern for leaving

In the worst case scenario all ancestors of i are leaving processes. In this case
the tree root is also involved in a leave, and thus a new root has to be found.
Mechanisms to elect a new root are out of the scope of the paper. Thus, we
consider only the case where the root is a stable process (see 4.2 for a discussion
about protocol assumptions) avoiding to consider election mechanisms. In this
case the number of steps, before i ends successfully a basic step (at line 13), is
bounded by its depth in the tree.

The dynamic restoring mechanism. Initially, the transition [joining/in] brings
the process i to select one parent, namely j, which includes i as one of its chil-
dren. When i belongs to the overlay (line 8), thanks to lines 27-28, the previous
selected parent j is monitored. If the failure detector reports the parent j as
faulty, then the variable degree turns to 0 and the process i switches in a restor-
ing state (lines 29-30). Subsequently, i is in charge of restoring the overlay by
connecting its sub-tree to a new live parent. To avoid cycles, each process uses
the variable rank that gives an indication of the position of the vertex in the
overlay. The value of rank, defined during the [joining/in] transition, is never
modified. The root r has r.rank = 0. If a process i joins through a process j,
i.rank is set to j.rank+1. When a process i turns into a restoring state, it avoids
to select as parent any parent k with k.rank ≥ i.rank.

We depict in Fig. 4 a possible overlay evolution and the use of ranks. After
a growing phase in which only joins occur (Fig.4(a)), a leaving phase in which
only leaves occur is depicted (Fig. 4(b)). Then a failure and the corresponding
restoring is described in Fig. 4(c) and Fig. 4(d).

4.2 Protocol Assumptions and Correctness

Due to lack of space, formal proofs of the protocol correctness are included in
[12] where we prove that the protocol is able to maintain strong connectivity
in quiescent periods of the overlay. When the overlay is affected by failures the
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Tree()i

1 var : parent change := � Boolean;
2 degree := null {0, 1, null};
3 rank := ∞ {null} ∪ Integer;

4 when (s = joining ∨ s = restoring) do
5 a := contact(); send [“JOIN”, rank] to a;
6 wait until (degree = 1 ∨ a ∈ FDi ∨ receive [“RETRY”] from a)
7 when (receive [“ACK JOIN”, r] from a) do
8 parent := a; degree := 1;
9 if (rank = ∞)

10 then rank = r + 1;

11 when ((s = leaving) and (parent change)) do
12 send [“LEAVE”(children)] to parent;
13 parent change := ⊥;
14 when (receive [“ACK LEAVE”] from a = parent) do
15 parent := nil; ∀k ∈ children := nil; s := out;

16 when ((receive [“JOIN,r”] from j)) do
17 if ((s = in) ∧ (rank < r))
18 then children := children ∪ {j};
19 send [“ACK JOIN”,rank] to j
20 else send [“RETRY”] to j
21 when ((receive [“LEAVE”(j.children)] from j ∈ children) ∧ (s = in)) do
22 children := children

⋃
j.children − {j};

23 send [“NEW PARENT”(i)] to each j.children; send [“ACK LEAVE”] to j;
24 when (receive [“NEW PARENT”(j)] from a) do
25 parent := j;
26 parent change := �; degree := degree + 1;
27 while parent �= nil do
28 degree := |parent| − |parent ∩ FDi|;
29 when (degree = 0) do
30 s := restoring;
31 when (degree = 1) do
32 s := in;

Fig. 3. The Tree-based Protocol at i

protocol does not avoid partitioning but is able to eventually restore the overlay.
We discuss here the assumptions underlying the correctness of our protocol,
giving an intuition of their necessity.

By the protocol, anytime i switches in a restoring state, if i never completes
lines 4 − 8, then ES will be violated. This is precisely why we assume the
following:

Assumption 1. contact() eventually returns a stable vertex with s = in and
rank = 0.

This assumption implies that the overlay has to be initialized by a stable root in
absence of an election protocol. In fact, if a root with rank 0 fails, its children go
to a restoring phase. As already said, in order to complete the restoring phase,
they have to connect to a process with rank 0 and already part of the overlay
(s=in). By the protocol this process could be only the root. This implies that
the root cannot be transient. Practically, Assumption 1, states the contact()
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Fig. 4. An example of overlay evolution

function should eventually return, to a restoring process i, a process which does
not belong to the sub-tree of i and which remains in the overlay enough time to
be selected and used as entry point.

The protocol uses a perfect failure detection mechanism[5] satisfying the fol-
lowing properties:

Assumption 2 (completeness). There exists a time t after which a faulty
vertex is permanently suspected by every correct process.

Assumption 3 (accuracy). No process is suspected before it crashes.

It is worth to note that completeness is necessary as it ensures that a broken
overlay will be eventually restored by first detecting failures. On the other hand
accuracy is not necessary but simplifies the problem. The effects of a non perfect
failure detection are extensively studied in [11].
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5 Experimental Evaluation on the Convergence to a
k − ary Tree

In this section we evaluate the tree topologies our protocol is able to output un-
der different level of dynamicity during the perturbed period. Then we propose
an extended protocol version which outputs a k-ary balanced tree in quiescent
periods of the overlay. A k-ary balanced tree is a tree with all internal nodes
with at most k children and where no leaf is much farther away from the root
than any other leaf 8. In the case of an overlay with N nodes with k children
per-nodes, the height of the tree h = �logk N(k − 1) + 1�. Interestingly, this
study shows that, as in the case of connectivity, topological properties are even-
tually restored when the overlay does not change population for a time long
enough.

Simulation is conducted by using Ns-2 simulator [1].

The star effect. The level of connectivity assured by the active handling of leaves
and the dynamic recovery mechanism is at the cost of a loss of tree balancing
during periods characterized by high dynamics. In particular, with a highly tran-
sient population of nodes, the topology may converge to some tree configurations
showing, for instance, a very tailed distribution of node-degrees resulting in a few
overloaded nodes. This is due to a brusque reduction of the height of the tree
during periods characterized by a massively departure of internal nodes since
any departing node hangs up its children to nodes at lower level in the tree.
The extreme case in which all internal nodes simultaneously leave brings to a
star-like overlay.

The star effect is experimentally shown in the following way: each simulation
starts with a topology in an ideal state. In particular, at initial time tsim

0 , T (tsim
0 )

is a k-ary balanced tree with k = 7 and 1000 nodes. The simulation time is
divided in time intervals called rounds. We fixed the round duration to 20sec.
Let μ be the churn rate, at each round of the protocol, μ nodes join and μ nodes
leave. Then, at the end of each round the number of vertices is still 1000. The
state of the overlay is checked every second. We report what is the velocity (in
term of seconds) of reaching a star-like topology varying the churn rate 9. To
point out the relation between the churn rate and the time taken to reach a
star-like topology, the y-axis reports round numbers instead of seconds. In this
simulation we have considered that the overlay reaches a star topology when at
least one node has a number of children greater than 10010. The plot in Fig. 5(a)
shows that an increasing churn rate reduces the time the overlay converges to a
star-like topology. Note that we chose very high churn rates to show the extreme
behavior of the protocol.

8 There may exist a difference between two leaves of at most 1 level.
9 Each point in the plots has been computed as an average of 40 simulation distinct

runs. For each point all the results of these runs were within 4% each other, thus
variance is not reported in the plots.

10 One order of magnitude greater than log7 1000.



Connectivity in Eventually Quiescent Dynamic Distributed Systems 53

(a) convergence to a star-like topology (b) re-balancing effect under churn
rate μ = 200

(c) re-balancing effect under different
churn rates

Fig. 5. Protocol effects on topology without and with the re-balancing mechanism

The re-balancing mechanism. To contend with the star effect, we propose a
simple mechanism to re-balance the tree and we evaluate its effectiveness under
dynamics.

Assuming that the topology in the ideal state is a k-ary balanced tree, the
mechanism is the following: any node i periodically selects a number of exceeding
children equal to |i.children| − k. These children may be chosen at random
or by following more sophisticated rules, e.g., choosing the youngest children).
We consider a random choice. The node i sends a message to these exceeding
children, inviting them to find another parent between their (not exceeding)
siblings. Then each exceeding child j that is a leaf immediately tries to connect to
one of its siblings k. If the connection successes, (i) j results connected to k with
a rank j.rank = k.rank+1 (ii) i deletes j from its children. In a pure star overlay
this mechanism is very effective, because all the children of the overloaded node
are leaves. Unfortunately, if an overloaded node has any children with just one
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children the mechanism does not work anymore. For this reason, each exceeding
child i dismisses all its sub-tree to become a leaf, and the mechanism provides
to reconnect the sub-tree as an unique flat level around a not exceeding sibling
of i.

The effects of the re-balancing mechanism are evaluated under a churn rate
equal to μ = 200 (see fig. 5(b)) and under different churn rates (see fig. 5(c)). We
consider also a fixed percentage of failures equal to 1 for all experiments. The
churn perturbs the overlay for 10 rounds (200 seconds) and after churn subsides.
We have evaluated the degree of the most overloaded node in the overlay at
every second and the height of tree after the it subsides. The plot in fig. 5(b)
points out a periodic counter-effect due to the re-balancing mechanism striving
the star convergence during the perturbation period. In the first round the most
overloaded node reaches a degree equal to 25 but at the end of the round the
re-balancing mechanism shrinks the degree to 8. The effect of a continuous churn
leads to increase the minimum degree and maximum degree per round, e.g., in
round 8, the maximum degree of the most overloaded is 36 and at the end of
the round the degree goes to 15. At the end of perturbation the re-balancing
mechanism brings the overlay to converge again to a well-balanced tree with a
degree of the most overloaded node equal to 7 and a height of the tree equal to
8 (the height does not appear in the plots).

The impact of different churn rates in Fig. 5(c) reveals that the higher the
churn rate is, the faster the degradation towards a star becomes, and less effective
is the re-balancing mechanism during the perturbation interval. In any case in
absence of churn the overlay converges to a balanced tree (the height is always
equal to 8). The time for converging again to a balanced tree does not depend
on the churn suffered previously.

6 Related Work

To the best of our knowledge, [8] is the only work which presents a precise
definition of the connectivity problem for ring-shaped overlays in a finite arrival
model. More specifically, an invariant for a ring overlay protocol was defined
stipulating that the ring topology is eventually restored after overlay changes
subside. A protocol that satisfies the invariant in the absence of failures was
then presented. A ring-based redundant structure was also proposed, however,
the model they assume considers a known number of failures, which can be
arbitrary small with respect the number of entities part of the system. Our
problem specification is more general in the sense that we consider any topology.
In addition, our protocol tolerates any number of failures.

The more general problem of defining a computing model for dynamic systems
is an active research area, e.g., [3,10,4]. In [10] system dynamicity is modelled
through a finite arrival model with an arbitrary large number of failures. How-
ever, there is no concept of dynamic communication graph: the communication
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graph is “hidden” by two communication primitives, namely a query-response
and a broadcast. The behaviour of these two primitives implies the assumption
of connectivity among process entities.

In [4] the communication graph is part of the very definition of a dynamic
system. Moreover, differently from what assumed in our paper, [4] adopts an
infinite arrival model to abstract the continual arrival and departure of nodes
to/from the graph. This implies that no quiescence is assumed since arrivals and
departures never subside. As regards the dynamic communication graph, in [4]
different levels of graph dynamicity are proposed, by ruling the way the graph
diameter and the number of vertices may vary along the time. Nevertheless, the
graph is here assumed connected at any time, then it can vary growing and
shrinking arbitrarily, but it never disconnects by assumption.

7 Concluding Remarks

The paper has provided a formal definition of the connectivity problem in even-
tually quiescent dynamic systems. In particular it has been presented the prop-
erty of eventual strong connectivity which states that from an arbitrary point
of time any pair of nodes must be able to communicate–the overlay is strongly
connected. We believe that this form of connectivity has the double advantage
to be (i) loose enough to encompass a wide range of protocols and (ii) strong
enough to be useful in practice.

The paper has presented a protocol that maintains a tree as overlay topology.
This is actually the first provably correct protocol guaranteeing eventual con-
nectivity of the communication graph in a model including an arbitrary large
number of simultaneous arrival and departures.

Finally, the paper presented a simple extension of the protocol with the aim
of converging to a k-ary tree during system quiescence. A simulation study con-
firmed this result.
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Abstract. Aspect oriented programming (AOP) is a promising technique for 
implementing fault tolerance. Still there exist few actual implementations. One 
reason is that most present day AOP languages do not offer the level of control 
needed. This paper addresses the problem by defining a representative set of 
fault tolerance mechanisms. The set can be used for evaluating the feasibility of 
languages and for finding needs for improvements. It has been used to evaluate 
the AspectC++ language, and a number of limitations have been revealed. As-
pectC++ was then extended in order to address this. It is also demonstrated how 
reusable fault tolerance mechanisms can be built using aspect oriented C++, 
and the advantages compared to using standard C++ are discussed. 

Keywords: Aspect Oriented Programming, Fault Tolerance. 

1   Introduction 

Software implemented fault tolerance is a well known technique for dealing with fail-
ures caused by both hardware and software faults. Compared to hardware imple-
mented fault tolerance it has the advantage of being more flexible and cost efficient. 
Today a number of techniques are available when implementing fault tolerance (e.g. 
libraries, program transformation or meta programming). A new approach to software 
implementation is aspect oriented programming (AOP) [1]. It has seen a rapid devel-
opment in the past few years and is presently reaching a state at which it can be con-
sidered a useful and functioning technique. AOP allows the programmer to implement 
fault tolerance functionality separately from the functional code and to combine these 
implementations to form the final system. As discussed below, and demonstrated by 
the implementations presented in this paper, this gives a number of benefits when im-
plementing fault tolerant software.  

Still, very few actual implementations that use AOP to achieve fault tolerance ex-
ist. One reason is, as demonstrated in this paper, that present day AOP languages do 
not provide the level of control needed for fault tolerance frameworks.  Although a 
great deal of effort is currently being made in the development of different general 
purpose AOP languages, the needs of fault tolerance implementations have not been 
addressed in these languages. Hence there is a need for stating the language level re-
quirements given by fault tolerance implementations. To elicit these requirements a 
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representative set of fault tolerance mechanisms has been defined. The mechanisms 
have then been used to evaluate the AspectC++ language [2]. This revealed the limita-
tions of the language and the necessary requirements for improvements. To certify 
that the requirements were sufficient and could be met, AspectC++ was extended and 
again evaluated against the set of mechanisms. 

2   Aspect Oriented Programming 

Any normal industrial size software system is a combined implementation of multiple 
functionalities such as diagnostics, fault tolerance, data persistence, logging, authenti-
cation, security, multithread safety and so on. These are known as concerns.  

The system design and modularization are chiefly conducted to reflect the primary 
function of the application. The effect of this is that all other concerns can not be 
modularized in a good way and their implementation is then scattered throughout the 
program modules. These secondary concerns are therefore called crosscutting  
concerns since they crosscut all (or many) of the program modules. As an example, 
control flow checking (see section 3.5) affects every function of every module of the 
application program and is therefore scattered throughout the implementation. Al-
though the mechanism can syntactically be defined with just a few lines of code, ob-
ject oriented techniques require that a very large amount of code be added throughout 
the entire software. Code scattering is one effect of this lack of modularization. Code 
tangling is another effect, meaning that each module includes code related to many 
concerns. Hence the code related to different concerns becomes tangled within a 
module or function. A number of problems with the software and its development 
arise as a result of code tangling and scattering. One is the problem of less code reuse. 
Code tangling makes it difficult to reuse the primary function of the module in an-
other set-up since the code is tangled with secondary functionalities. Reusing secon-
dary functionalities, such as fault tolerance, is even harder since the code is both scat-
tered around the application and tangled together with other concerns. AOP is an 
approach that can be used to overcome this and other problems by separating the im-
plementation of a concern from the rest of the program. AOP allows the programmer 
to implement any (or all) concerns in a loosely coupled fashion and to combine these 
implementations with the rest of the program to form the final system. 

The use of AOP is supported by AOP languages. An AOP language compiler is 
normally implemented as a source-to-source compiler that weaves the different con-
cern specific sources together. One view of an AOP language is therefore that it is a 
highly programmable source-to-source compiler. This is why the technique is so well 
suited for implementing systematic fault tolerance mechanisms that can be introduced 
automatically. However, in contrast to a pure code transformation tool, AOP allows 
the utilization of application knowledge to cover only the parts of the implementation 
that are critical and can thereby reduce the overhead. Another view of an AOP lan-
guage is that it is a well integrated extension to a programming language that lets the 
programmer produce implementation specific code. Hence both systematic and im-
plementation specific mechanisms can be implemented in a uniform way, allowing 
them to smoothly cooperate in a single fault tolerance framework. This gives the de-
veloper the freedom to choose the most efficient mechanism to achieve fault tolerance 
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for each part of the implementation. However, this is only possible if most or at least 
a wide range of fault tolerance mechanisms can be implemented efficiently using the 
chosen AOP language. This is unfortunately not the case in most present day AOP 
languages. 

3   Defining the Representative Set 

When developing fault tolerance frameworks, or researching new mechanisms for 
fault tolerance, target programs are used to measure and assess the effectiveness of 
the mechanisms or frameworks. To be able to compare the results for different 
mechanisms and frameworks originating from different studies, the same target pro-
grams and fault loads should be used. Further, in order to be able to draw general 
conclusions, a set of diverse and representative programs and fault loads is needed. 
When developing implementation techniques, there is a similar need for a set of fault 
tolerance mechanisms that can be used for evaluating the feasibility of different tech-
niques for implementing fault tolerance. No such set exists today that can be used to 
evaluate the feasibility of different AOP languages or of AOP in general.  

To be able to conduct this study, a small set of fault tolerance mechanisms was 
thus defined. If all mechanisms included can be implemented in a satisfactory way us-
ing a certain language, that language can be considered generally feasible for fault 
tolerance purposes. The mechanisms are intentionally chosen so that they place as 
high and diverse demands as possible. Hence one can not draw the conclusion that a 
language is unfeasible in all situations because it fails on a single or a couple of 
mechanisms; rather, this points out the limitations of the language and sets the 
boundaries for its applicability. This information can serve as an input to language de-
signers about the needs of fault tolerance implementations and be useful when con-
sidering different implementation techniques or languages for a specific fault toler-
ance implementation. It should be noted that the mechanisms were chosen for the 
purpose of evaluating implementation techniques and languages from a programming 
or software engineering point of view. This gives a set that is probably different from 
one that would be chosen for a representative performance benchmark. Hence this set 
should not be used for performance evaluations without proper adaptation.  

Software implemented fault tolerance is built on run time checks that can detect er-
rors originating from activated faults. This is done by monitoring different aspects of 
the program. The first criterion for language feasibility is therefore that monitoring all 
parts of both the functional and data domain of the program must be supported. Hence 
this should be covered by the set. 

Both detection and recovery mechanisms make use of redundancy as the underly-
ing concept. Detection mechanisms compare the program state with redundant infor-
mation in order to detect differences, and recovery mechanisms use redundancy to 
create a correct or acceptable program state.  Redundancy can either be in the form of 
replication or diversity. As with checks, it can be applied to either the functional or 
the data domain of the program yielding (on the implementation level) four different 
forms of redundancy: function duplication, function diversity, data duplication and 
data diversity. Since these different forms of redundancy have different requirements 
on the implementation language, the set must cover all of them.  
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As high and diverse demands on the implementation language as possible were the 
main criteria for selecting the set of representative mechanisms, the end result was a 
set of mechanisms that includes both error detection and error recovery mechanisms. 
They range from systematic to implementation specific and include mechanisms de-
signed for both hardware and software fault tolerance. Although this set was defined 
with the purpose of assessing the feasibility of AOP languages, it is still applicable for 
assessing other languages or techniques as well. This is true since the mechanisms 
were not chosen directly on the basis of language features used but on underlying 
properties such as accessibility of data and functional code.  The chosen set is pre-
sented in Table 1 and explained in detail in the sections below. 

Table 1. Set of representative mechanisms 

Name Check Redundancy 
Incremental recovery cache - Data replication 
Time redundant execution Function output Function replication 
Runtime checks Data Data diversity 
Recovery blocks Function input / output Function diversity 
Control flow checking Function flow - 

3.1   Incremental Recovery Cache 

A large number of fault tolerance implementations rely on the concept of backward 
error recovery to return to a previously saved state. A checkpointing mechanism 
builds on the principle of data replication and provides support for backward error re-
covery by allowing the program to return to the state it held when a checkpoint was 
established. There are basically two different approaches when implementing support 
for checkpointing. Either a backup of the complete state is made and stored at the 
checkpoint or the mechanism starts to monitor state changes and stores only the part 
of the state that is changed. The latter is called incremental checkpointing. There are 
also two distinct types of incremental mechanisms. The first makes a complete 
backup at the first checkpoint and then starts monitoring changes to the program state. 
When a new checkpoint is reached, only the part of the state that has been changed 
since the last one is updated. The second type is called an incremental recovery cache 
[3]. The recovery cache does not make a total snapshot of the state when it sets up a 
checkpoint but starts monitoring changes to state variables. When a variable is 
changed for the first time after the checkpoint, a copy of the old value is immediately 
stored in the cache. Considering these three basic types of mechanisms, they place a 
rising demand on access to and control over the program state. All three require ac-
cess to all state variables in order to be able to store or restore them. The two that are 
incremental in addition to this also need to detect changes to these variables. The first 
type of incremental mechanism must only detect a change afterwards, while the re-
covery cache needs to detect the change prior to its being made in order to be able to 
fetch the old value before it is overwritten. This means that, if a language is powerful 
enough so that a recovery cache can be implemented in a satisfactory way, the other 
types of checkpointing mechanisms can be built as well. Compared to some other 
mechanisms for data replication, the recovery cache lacks the need to detect read  
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accesses on data. However, this is covered by the set through the runtime check 
mechanism described below. Hence the recovery cache was chosen to represent data 
replication mechanisms in the set. 

3.2   Time Redundant Execution 

A technique for detecting and masking transient faults through function replication is 
time redundant execution [4]. An error originating from a transient fault can be de-
tected by executing a function two times and comparing the results. If the function is 
executed a third time, the fault can be masked by voting between the three runs. Since 
the error masking version follows the same structure as the non masking, with the ex-
ception that it executes the function a third time and calls a voting algorithm instead 
of signaling an error, it does not place any additional demands on the language. Hence 
the mechanism chosen is the basic version that detects an error and signals that a fault 
has occurred. A common extension to this mechanism is to duplicate the actual pro-
gram code in memory having each execution run on its own copy. Static duplication 
of code, although very useful in the fault tolerance domain, is out of the scope of any 
general purpose programming language. Hence it was not included in this study. 
However, should the set be applied to implementation techniques where this can be 
supported, e.g. code transformation tools, it should be included. 

3.3   Recovery Blocks 

Recovery blocks [5] are a structured way of adding software fault tolerance to a  
program based on the concept of function diversity. This technique consists of an  
acceptance test that verifies the output of an algorithm and one or more alternative 
implementations that are executed should the test fail. The recovery block implemen-
tation included in the set has one alternative algorithm, but implementations with 
more alternatives follow the same basic structure.  

3.4   Runtime Checks 

Runtime checks (also known as executable assertions) are used to monitor the proper-
ties of data stored in variables or passed to and from functions. Monitoring function 
input and output is covered by the set through the time redundant execution and re-
covery block mechanisms. Hence only monitoring of variable data needs to be further 
included. The check included in the set should monitor a counter variable. When the 
variable is written to it asserts that it is only reset or raised by one. When read from it 
asserts that the variable is in the range of zero to ten. 

3.5   Control Flow Checking 

Function checks either assert the correctness of function code or that the correct code 
is executed. The first case is done at runtime by monitoring the results the code pro-
duces, i.e. by data checks. Hence this is already covered by the chosen mechanisms. 
To cover the second case, control flow checking [6] was included. This mechanism  
is used to detect an erroneous program flow caused by illegal branches. Such a  
branch could e.g. be caused by transient faults that affect the program counter. The 
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mechanism is built on the principle that, if a program enters a block of code, it must 
be the same block that it exits the next time it exits a code block. An identifier that is 
unique to each block is placed at the beginning and at the end of the block. When a 
block is entered, the identifier is pushed on a stack and, when the block is exited, it is 
pulled and compared with the identifier placed at the end. If they do not match, a con-
trol flow error has been detected. A code block can be defined with different granular-
ity. The highest granularity used in practice in software is achieved by defining a 
block as a branch free sequence of the code. Another common approach is to use 
function bodies as blocks.   

4   AOP Language Evaluation 

In a preparatory study [7] we evaluated the feasibility of present day AOP languages 
for building fault tolerance. The only language that showed satisfactory results was 
AspectJ, which is an AOP extension to Java.  However, since our research targets 
embedded safety critical systems, the usability of Java is very limited. Therefore, As-
pectC++ [2], which is an AOP extension to C++, is the most promising candidate as 
an AOP platform for implementing fault tolerance in this domain. Hence, this was the 
language chosen for further evaluation and extension.  

4.1   AOP Language Concepts 

An aspect oriented implementation of a crosscutting concern consists of two parts, the 
actual implementation of the functionality associated with the concern and the infor-
mation on how that code should be integrated into the rest of the program. Any tradi-
tional language, such as C or C++, is well suited for the first part. However, the tradi-
tional languages lack primitives for specifying how the concern specific code should 
be composed, or weaved, together to form the final system. An AOP language there-
fore defines a way to specify rules for composing different implementation pieces to-
gether. The AOP language is then built as an extension to a traditional language to 
give that language aspect oriented capabilities in the same way that C++ was built as 
an extension to C to provide object oriented capabilities to the C language. 

The main characteristics of an AOP language are what base language it extends 
and what joinpoints it supports. A joinpoint is an accessible point in the application 
execution where concern specific code can be inserted when conducting system weav-
ing. An AOP language lets the programmer declare a pointcut that accesses a set of 
joinpoints. The pointcut can then be linked to a concern specific code segment called 
advice.   

4.2   Evaluating AspectC++ 

When trying to implement the mechanisms using AspectC++ it was found that only 
two of the five could be implemented while still retaining the separation of concerns 
(see Table 2). An analysis showed that the reason was the same for the recovery cache 
and the runtime check, namely the lack of joinpoints for targeting the data domain. In 
the case of the control flow check, AspectC++ could not generate a unique function 
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Table 2. Evaluation results 

 AspectC++ v.1.0pre3 Extended AspectC++ 

Recovery cache   

Time redundant execution   
Recovery blocks   

Runtime checks   

Control flow checking   

 
identifier that can be used by the check. In order to know whether these problems 
could be solved, we decided to extend the official release of AspectC++ with the 
needed functionality by modifying the publicly available source code. After adding 
the two extensions described in section 4.3, all the mechanisms could be implemented 
in a satisfactory way.  

In addition, a few more language improvements that could further improve the im-
plementations in terms of runtime performance, applicability and reusability were re-
vealed while implementing the set of mechanisms. The ability to pointcut implicitly 
declared operators would improve the performance of the recovery cache implementa-
tion. The ability to use multiple proceed() statements without restriction would make 
the time redundancy mechanism applicable to all target functions and the ability to 
pass joinpoint information as function argument would enable reuse of the recovery 
block structure. These improvements, and the ability to pointcut the data domain im-
plemented in the extension, would be generally useful for a larger number of fault tol-
erance mechanisms, e.g. most data redundancy mechanisms and N-version program-
ming. This proves the usability of the chosen set in finding limitations shared by a 
larger number of fault tolerance mechanisms. 

4.3   AspectC++ Extensions 

Two extensions were added to the official release of AspectC++ addressing the limi-
tations found. The first deals with the need for detecting and controlling data accesses. 
In other AOP languages, joinpoints for targeting the data domain are known as get 
and set joinpoints. These are used for monitoring read and write accesses on variables. 
One reason for why AspectC++ does not yet support these joinpoints is that C++ al-
lows overloading of assignment operators. This makes it difficult to define the set 
joinpoint. The possibility to overload the operator can be used instead of a set join-
point in order to monitor variable change for non primitive data types (i.e. Class 
types). Class types can hence be monitored by automatic introduction of assignment 
operators or by execution joinpoints on already declared operators. This reduces the 
need for set joinpoints to primitive data types and pointers that lack operator over-
loading capabilities. Hence AspectC++ was extended with set joinpoints only  
for these types. By combing these techniques a fault tolerance implementation can 
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monitor variables of all data types. A second problem in set and get joinpoints is 
commonly known as the alias problem. In a language that supports pointers, a data 
field might be accessible through several pointers or variables. This problem is gener-
ally difficult to solve since the use of pointer arithmetics makes it impossible to know 
at compile time which variables might be accessed by address. For now, the alias 
problem is not considered in the implementation of the get and set joinpoints, which 
can therefore be considered to monitor a specific access path to a data field rather than 
the field itself. Implications of this approach for the mechanisms that use the join-
points are discussed below.   

The other limitation found was that AspectC++ could not generate a unique identi-
fier for each function that can be used by the control flow check. However, the lan-
guage has a very similar feature that gives a unique identifier for each joinpoint called 
JoinPoint::JPID. Hence this structure was extended with an identifier, FID (Function 
ID), which works in a similar way and identifies the function containing the joinpoint. 

5   AspectC++ Implementations  

This section describes the implementations of the mechanisms.  Advantages and limi-
tations of the AspectC++ implementations and AOP in general are discussed. The im-
plemented and suggested extensions to the language are also put into context and ex-
plained. 

5.1   Incremental Recovery Cache 

The complete implementation of the recovery cache is far too tedious to fit in the size 
restriction of this paper. Therefore only the general principles together with advan-
tages and limitations are discussed. A more extensive description of the implementa-
tion can be found in [8].  

The functionality of the actual cache is provided by the class shown in Figure 1. 
This class is not specific to AOP and hence the internal implementation is not needed 
to understand the AOP approach. The core functionality of the class is provided by 
three functions, establish, restore and discard, which are used to set up, restore to and 
discard checkpoints. The cache accepts an object for storing through the store func-
tion. By encapsulating any such object in a generic object type by instantiating a tem-
plate class, the cache can remain oblivious to the type of the stored object and hence 
support all types of objects. The cache must also keep track of when objects are cre-
ated so that only objects created before the checkpoint are cached. This is assured by 
calling the functions objectCreated and objectDeleted upon object construction and 
destruction. The cache also prevents memory allocated prior to the checkpoint from 
being freed before the checkpoint is discarded and assures that memory allocated after 
the checkpoint is freed when the checkpoint is restored. This is handled by calling 
memoryAllocated when an object is created on the heap and by allowing the cache to 
control the release of memory by calling free. 
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class RecoveryCache {                

public:   

  static void establish(); 

  static void discard() ;  

  static void restore(); 

 

  static void store(Recoverable* r); 

 

  static void objectCreated(void* p);  

  static void objectDeleted(void* p);  

 

  static void memoryAllocated(void* p);  

  static bool free(void* p);              

}; 

 

Fig. 1. The RecoveryCache class 

The first three functions are publicly available for any part of the fault tolerance 
framework that needs the functionality of the cache and can be used when desired. 
The other functions must be called whenever an object that may potentially be cached 
is created, deleted or modified. Much of this can be achieved by having all affected 
classes inherit from a common base class. In this way, the base class constructor and 
destructor can signal the creation and deletion of objects to the cache. New and delete 
operators can also be placed in the base class in order to refer memory allocation and 
deallocation to the cache. Furthermore, some object modifications can be detected by 
having the base class define its own assignment operator. This assignment operator is 
only called if there is no operator already defined in the inheriting class. This is a 
limitation in the base class approach, which in a standard C++ implementation would 
require that an explicit call to the base class operator is manually added to all assign-
ment operators. In addition, if standard C++ is used, the base class must be manually 
added to the inheritance tree of all affected classes. When AspectC++ is used, both 
these things can automatically be assured by the aspect. Still, there is the case when 
primitive or pointer fields are modified. Standard C++ has no means to detect this. 
This most significantly limits the usefulness of standard C++ implementations of the 
recovery cache. This limitation is also shared with the current release of AspectC++. 
As described in section 4.3, AspectC++ was therefore extended with a set joinpoint 
that targets changes to these fields.  
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aspect RecoveryCacheAspect { 

public: 

  pointcut virtual cachedClasses() = 0; 

  

  pointcut filteredClasses() = cachedClasses() 
    && !"RecoveryCache" && !"Recoverable"  
    && !derived("RecoveryCacheAspect") 
    && !"CachedObject"; 

 

   advice filteredClasses(): baseclass(Recoverable); 

 

   … 

 

   pointcut assignmentOp() =  
     execution("% %::operator=(...)" 
     &&  within(filteredClasses()); 

 

   pointcut primitiveChange() = set("%::%") 
     &&  target(filteredClasses()); 

 

   pointcut change() = assignmentOp()  
     || primitiveChange(); 

 

   advice change() : before() {     
     RecoveryCache::store((Recoverable*)tjp->that()); 
   } 
}; 

 

aspect CompleteCache : public RecoveryCacheAspect { 
   pointcut cachedClasses() = "%"; 
}; 

Fig. 2. The RecoveryCache aspect 

The RecoveryCache aspect shown in Figure 2 is the aspect oriented part of the im-
plementation and what glues the cache implementation and the target program to-
gether. The cachedClasses pointcut defines what objects should be stored in the 
cache. This pointcut is declared as true virtual in order to make the implementation 
generic. The filteredClasses pointcut assures that all classes that are part of the cache 
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implementation itself are removed from the set of classes that should be stored. The 
advice then adds the common base class described above to the classes. The added set 
joinpoint is used in the primitiveChange pointcut. The change pointcut is the union of 
user defined assignment operators and of changes to primitive and pointer fields. This 
pointcut is then used for an advice that updates the cache.  

A further language improvement that may lower the runtime cost of the mecha-
nisms would be the ability to pointcut implicitly declared operators. This would  
remove the need for having an assignment operator in the base class. Because of mul-
tiple inheritances in C++, the base class operator might be called multiple times when 
an object is changed. If it would be possible always to intercept calls to the assign-
ment operator in the top level class, multiple calls to the cache could be avoided. 

The cache is applied to a target program by writing a subaspect that defines the 
cachedClasses pointcut. In the CompleteCache aspect in Figure 2, it is set to pointcut 
all of the target program classes.  This will monitor the complete program so that all 
changes to the system state are reverted when a restore to the checkpoint is made. Al-
ternatively, knowledge of the target program can be used to minimize overhead by 
only caching a wanted subset of objects. The AOP implementation also places almost 
no restriction on the target classes and can hence easily be applied to legacy code. The 
restriction that is placed is that a primitive member field should not be directly ali-
ased. This is a small restriction, since primitive member fields should always be  
accessed through the object. What we have is thus a fully transparent recovery cache 
that can be applied to an application without knowledge of that application’s inner 
working, and at the same time a recovery cache that can be targeted to only  
cache wanted parts of the program state by simply modifying a single line pointcut 
definition. 

5.2   Time Redundant Execution 

The TimeRedundancy aspect in Figure 3 implements a generic time redundancy 
mechanism. Time redundancy illustrates well how simple it is to apply an AOP im-
plementation to a target program. It is only a matter of declaring which function(s) 
should be executed in a time redundant manner by subclassing the aspect and defining 
the timeRedundantFunctions pointcut. This is exemplified by the TRFunctions aspect 
in Figure 3 that will execute all functions in the “Critical” class in a time redundant 
manner. The timeRedundantCall pointcut makes use of the “!cflow” expression. This 
guarantees that a function called by a function (itself or another) that is already exe-
cuted in a time redundant manner will not also execute multiple times within each 
execution of the calling function. This is a very good example of the power of the 
pointcut syntax. This program wide property can be difficult and error prone to ensure 
when using standard C++ but is guaranteed with just a single expression using AOP. 
As presented here, the mechanism assumes that the targeted functions are fully deter-
mininistic and does not depend on external actions. However, if the result is depend-
ent on varying external values (e.g. sensor values), the mechanism can be extended to 
capture calls to these and provides the function with a consistent value for both runs.  
The exact implementation depends on the nature of the interface used for accessing 
external values and is thus dependent on the architecture of the target program. 

The time redundancy mechanism shown here makes use of the recovery cache to 
set up a checkpoint and return to the previous state before each run. Normally, some 
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other checkpointing mechanism should be used, since the recovery cache is designed 
only for software fault tolerance. However, since the recovery cache is included in the 
chosen set of mechanisms, it is used here to demonstrate the structure of the time re-
dundancy mechanism. 

 

aspect TimeRedundancy { 

 

  pointcut virtual timeRedundantFunctions() = 0;   

 

  pointcut timeRedundantCall() =  
    call (timeRedundantFunctions()) && 
    !cflow(execution (timeRedundantFunctions()));  

 

  advice timeRedundantCall() : around() { 
    RecoveryCache::establish(); 
    tjp->proceed(); 
    JoinPoint::Result r1 = *tjp->result();  
    RecoveryCache::restore(); 
    tjp->proceed(); 
    JoinPoint::Result r2 = *tjp->result(); 
    if(r1 != r2) throw "TransientFaultException"; 
    RecoveryCache::discard(); 
  }  

}; 

 

aspect TRFunctions : public TimeRedundancy { 

 

  pointcut timeRedundantFunctions() =  
    "% Critical::%(…)";  

}; 

Fig. 3. Time redundant execution implementation 

There is one limitation to the applicability of this mechanism that has to do with the 
implementation of the AspectC++ compiler. If the result of the targeted function is a 
class instance that is returned by value, there can be unintended effects when calling pro-
ceed() multiple times within an advice. The reason is that the result of the first run is sim-
ply overwritten without executing the class assignment operator. This can be handled by 
certifying that the assignment operator does not do anything critical, or by using return by 
reference instead. Although it can be handled, this is a limitation in AspectC++ that 
should be addressed in order to remove the restrictions on the target program.   
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The main advantage of this implementation is that it is implemented in a generic 
way and allows the programmer to simply apply it to a function. This is not possible 
in an OO only language, which requires that wrapper functions be written to individ-
ual functions. Thus, the properties described above and the fact that the fault tolerance 
code is completely separate from the primary function modules, make AOP a very 
compelling approach to implementing this type of mechanism. 

5.3   Runtime Checks 

Runtime checks do not benefit from one common general AOP implementation as the 
structure of the AOP joinpoints and advice in itself give an ideal environment for im-
plementing each check. Checks that are implementation specific can be implemented 
directly as a custom built aspect, and ones that are common can be implemented as a 
reusable aspect. An appealing property of runtime checks implemented with the use of 
aspects is that they can easily be made to continuously monitor for instance a state 
variable at all accesses. The source code needed is equally simple as the code needed 
for monitoring a single crucial location in a program. Monitoring all accesses gives a 
higher runtime overhead but is still an effective way of assuring that only legal state 
transitions occur in a critical system. There is one limitation to this, caused by the alias 
problem. This means that a runtime check set up to monitor accesses to an object or 
field will only detect accesses through the variable it is set to monitor. If an access is 
made through an unmonitored aliasing variable, it will not be detected. Aliasing critical 
variables is not recommended and, if done, the effects must be well understood and 
handled. AspectC++ does not at present free the programmer of this responsibility. 

 

aspect CounterAssertion { 

 

  pointcut writeCounter() =set("int Aclass::_counter"); 

 

  pointcut readCounter() =get("int Aclass::_counter"); 

 

  advice writeCounter() : before() { 
    if ( !(0 == *tjp->source() ||  
      1 == *tjp->source() - *tjp->dest()) )  
      throw "CheckFailedException";} 

   

  advice readCounter() : before() { 
    if ( !(0 <= *tjp->dest() && 10 >= *tjp->dest()) )   
      throw "CheckFailedException";} 

}; 
 

Fig. 4. Counter property assertion 
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This runtime check requires the set and get joinpoints added in the extended ver-
sion of AspectC++. The code in Figure 4 asserts the counter property of a variable, as 
well as that it is within the range of zero to ten. 

The advantages of using AOP for runtime checks are, apart from the separation of 
function and assertion code, that program properties can be continuously monitored in 
a simple way and that common checks can be reused. 

5.4   Recovery Blocks 

The RecoveryBlock aspect in Figure 5 is applied to an algorithm (encapsulated in a 
function) by both declaring the pointcut and implementing the acceptance test and an 
alternative algorithm. Since it is not possible to pass the tjp data structure as a func-
tion argument, the aspect can not be built generically and the functions implemented 
in a subclass. This is a limitation of AspectC++ that should be addressed in the future. 

 

  aspect RecoveryBlock { 

  pointcut function() =  
    execution ("int aClass::afunction(int)"); 

  

  bool acceptanceTest(int arg, int result){ 
    // implementation of acceptanceTest 
  } 

  int alternativeImp(int arg){ 
    // alternative implementation of function. 
  } 

 

  advice function() : around() { 
    RecoveryCache::establish(); 
    tjp->proceed();  
    if (!acceptanceTest(*tjp->arg<0>(), 
    *tjp->result())){ 
      RecoveryCache::restore(); 
      *tjp->result() =  
         alternativeImp(*tjp- >arg<0>());  
      if (!acceptanceTest(*tjp->arg<0>(), 
      *tjp->result())){ 
        RecoveryCache::discard(); 
        throw "SoftwareFaultException"; 
      } 
    } 
    RecoveryCache::discard();  
  }  

}; 

Fig. 5. Recovery block implementation 
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aspect ControlFlowChecking{ 

 

  pointcut monitoredFunctions() = "% ...::%(...)"; 

  pointcut ControlFlowExe() =   
    execution(monitoredFunctions()) 
    && !execution("% ...::main(...)") 
    && !within("ControlFlowChecking");  

  pointcut ControlFlowCall() = 
    call(monitoredFunctions())  
    && !call("% ...::main(...)") 
    && !within("ControlFlowChecking");    

      

  stack<int> s; 

  

  advice ControlFlowCall() : around() {  
    s.push((int)JoinPoint::FID); 
    try { 
      tjp->proceed(); 
    } catch (...) { 
      if ((int)JoinPoint::FID != s.top()) 
        throw "ControlFlowFaultException"; 
      s.pop(); 
      throw; 
    } 
    if ((int)JoinPoint::FID != s.top()) 
      throw "ControlFlowFaultException"; 
    s.pop(); 
  } 

 

  advice ControlFlowExe() : before() { 
    if ((int)JoinPoint::FID != s.top()) 
      throw "ControlFlowFaultException"; 
  } 

 

  advice ControlFlowExe() : after(){ 
    if ((int)JoinPoint::FID != s.top()) 
      throw "ControlFlowFaultException"; 
  } 

}; 

Fig. 6. Control flow checking implementation 
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A recovery block is an example of a mechanism that is not a crosscutting concern. 
It is built to monitor a single function and is applied at a single location in the pro-
gram. This is normally true for all software fault tolerance mechanisms built on de-
sign diversity, unless the functionality monitored is in itself crosscutting. This weak-
ens the case for using AOP for this type of mechanism. However, the advantages of 
using AOP for recovery blocks are still twofold. The syntactical separation of the 
fault tolerance code and the target program is in itself a good thing that improves re-
usability. The other reason for using AOP is that, although the single mechanism is 
not crosscutting, the complete fault tolerance framework that it is part of is. For ex-
ample, the recovery block uses the crosscutting implementation of the recovery cache 
for doing backward error recovery. 

5.5   Control Flow Checking 

The implementation of the control flow check mechanism is a good example of both 
the advantages and limitations of present day AOP languages. Since AOP languages 
lack statement level joinpoints, code can not be added to specific points within a func-
tion body. However, there are discussions on integrating statement level annotations 
into the AspectC++ language in the future, which would remove this limitation. As of 
today, a block granularity finer than function bodies can not be implemented. 

The implementation shown in Figure 6 verifies that the function entered is the one 
that was called. When the end of a function body is reached, it verifies that it is the 
same function that was entered and, finally, after returning, it verifies that it was the 
same function that was returned from.  

The control flow mechanism is strictly systematic and as such has been implemented 
as a reusable aspect that can be applied to any target program without modification. 

6   Related Work 

AOP has been discussed for some time in the area of distributed fault tolerance. Fabry 
[9] defined custom built AOP languages and used them for a transparent reusable dis-
tributed replication framework. Herrero et al. [10] define an AOP language specifi-
cally designed for writing object replication policies. In [11] AOP is used to move 
some functionality from the FT-CORBA middleware to the application while still re-
taining transparency to the application programmer. This is shown to give perform-
ance benefits.   

AOP has many characteristics in common with reflection or meta programming. 
Meta programming has been successfully used for introducing fault tolerance in soft-
ware, and a number of publications exist on the topic. In [12] Juan Carlos Ruiz et al. 
summarize their experience of using meta programming for building fault tolerant dis-
tributed applications. The current work [13] by this group tries to extend the tech-
niques beyond the application layer in order to create a unified meta protocol that can 
affect all abstraction layers from kernel OS and up. Jie Xu et al. [14] address the area 
of software fault tolerance and show how meta programming can be used in this con-
text. Other work on fault tolerance and meta programming is reported in [15] and 
[16], which define meta level design patterns for fault tolerance. 



 Implementing Fault Tolerance Using Aspect Oriented Programming 73 

7   Conclusion 

This paper defines a representative set of mechanisms that can be used for feasi- 
bility evaluations of implementation languages and techniques for fault tolerance  
purposes. It consists of five fault tolerance mechanisms including recovery cache [3], 
time redundant execution [4], recovery blocks [5], runtime checks and control flow 
checking [6]. 

Such evaluations can be used both for selecting implementation techniques and to 
serve as a valuable tool in communicating the need of fault tolerance implementations 
to language designers.  

The representativeness of the chosen set of mechanisms has been argued theoreti-
cally from a structural viewpoint. The usefulness is also verified in a study evaluating 
the AspectC++ language [2].  

The study showed that only two out of five mechanisms can be implemented using 
the current version of AspectC++.  

In order to address this, AspectC++ has been extended to fulfill two vital require-
ments elicited from the evaluation. With this extension it is verified that the complete 
set can be implemented, thus showing that AspectC++ when extended is generally 
feasible for fault tolerance implementations. Hence the advantages introduced by the 
aspect oriented programming paradigm can be utilized when implementing fault tol-
erant software in C++.  

In addition, a few more language improvements that could further improve the im-
plementations in terms of runtime performance, applicability and reusability were re-
vealed by implementing the mechanisms. These improvements, as well as the lan-
guage extensions implemented, are required or useful for a larger number of fault 
tolerance mechanisms, thus proving the usability of the defined set. 

Furthermore, the implementations included in this paper demonstrate how reusable 
fault tolerance mechanisms can be built using aspect oriented C++, and the advan-
tages compared to using standard C++ are discussed. 
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Abstract. When building dependable systems by integrating untrusted
software components that were not originally designed to interact with
each other, it is inevitable the occurrence of architectural mismatches
related to assumptions in the failure behaviours. These mismatches if
not prevented during system design have to be tolerated during run-
time. This paper presents an architectural abstraction based on ex-
ception handling for structuring fault-tolerant software systems. This
abstraction comprises several components and connectors that transform
an existing untrusted software element into an idealised fault-tolerant ar-
chitectural element. The proposed rigorous approach relies on a formal
representation for analysing exception propagation, and verifying impor-
tant dependability properties. Beyond this, the formal models are also
used for generating unit and integration test cases that would be used
for validating the final software product. The feasibility of the proposed
approach was evaluated on an embedded critical case study.

1 Introduction

The adoption of software components, which used to be restricted to the con-
struction of enterprise systems, has expanded to other application areas where
the cost of failure might be unacceptable. Software systems that can cause risks
for human lives or great financial losses can be made fault-tolerant, so that they
are capable of providing their intended service, even if only partially, despite the
presence of faults. Amongst the several existing techniques for building fault-
tolerant systems, exception handling is a well-known mechanism for structuring
error recovery in software systems [13]. Exception handling complements other
techniques for error recovery, such as atomic transactions [19], and aims to sup-
port the construction of programs that are more reliable, concise, and easy to
evolve [25]. The use of exception handling to develop large-scale software sys-
tems [9,27], together with the fact that it is implemented by several modern
object-oriented languages, such as, Java, Ada, C#, and C++, and component
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models, such as, CCM, EJB, Ice, and .NET, confirms its importance to the
current practice of software development. Furthermore, in applications where a
rollback is not possible, such as those that interact with physical environments,
exception handling may be the only choice available. On the other hand, it is
also accepted that exception handling mechanism might have its disadvantages,
if we consider the fact that a large part of a system’s code is devoted to er-
ror detection and handling [13,27,31]. As a consequence, abnormal (exceptional)
behaviour has to be carefully structured, in order to reduce its impact on the
overall complexity of the software.

In this paper, we present an architectural approach for structuring fault-
tolerant software systems so that mechanisms for detecting and handling errors
have minimal impact on the overall system complexity. The motivation for this
work is twofold. First, it is widely accepted that the architecture of a software
system has a strong impact on its capacity to meet its intended quality re-
quirements [4]. And second, it is also accepted that dependability of a software
system is inherently associated with its structure [26]. The contribution of this
paper is on the provision of an architectural solution, which is integrated with
a development approach for improving the dependability of component-based
software systems. The paper will focus into three major issues: (i) the specifica-
tion and verification of the architectural abstraction using a combination of the
B-Method and CSP, what includes the refinement of the exceptional behaviour
with more details about exception types and the way the architectural element
reacts with each exception type; (ii) the definition of architectural properties
for analysing exception propagation and fault tolerance aspects of architectural
elements; and (iii) the generation of unit and integration test cases from the
architectural specification.

The architectural abstraction adopted in this work, namely the idealised fault
tolerant architectural element (iFTE), was initially proposed as an abstraction
for structuring complex fault-tolerant systems [17]. The formal definition and
verification of the iFTE, as an architectural abstraction, was subsequently per-
formed in terms of the B-Method and CSP [7]. This formal modelling has en-
abled the representation of architectural configurations based on the iFTE, thus
allowing the formal verification of error handling properties, including exception
propagation, and the automatic generation of test cases for integration of iFTEs.
In this paper, that previous work is expanded by defining the internal structure
of an iFTE, in terms of further components and connectors that enable the inte-
gration of existing components into architectural configurations based on iFTEs.
Besides that, we have formally specified the iFTE abstraction in such a way the
formal model of an iFTE element can be used as part of a complementary model
for dependable software architectures, where are verified properties regarding
exception propagation among iFTEs and non-iFTE elements disposed together
according to an architectural configuration. The detailed modelling of the iFTE
also enforces the separation between normal and exceptional behaviours and
allows us to verify and validate how the iFTE internal elements are able to
implement the behaviour of the architectural elements.
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The rest of this paper is organised as follows. The following two sections
present, respectively, some related work and a brief background about the area
of architectural fault tolerance based on exception handling. Section 4 describes
an architectural solution for structuring dependable architectural elements. The
formal verification of this structuring solution, as well as its formal representa-
tion, are presented in Section 5. Section 6 presents the method for generating
test cases for the architectural elements. In Section 7 the feasibility of the overall
approach is evaluated in the context of an embedded critical case study. Finally,
the last section provides some concluding remarks and future directions of re-
search.

2 Related Work

A contribution of a structuring technique for error confinement is the idealised
C2 component (iC2C) [16], based on the idealised fault-tolerant component [3].
It has been proposed for structuring software systems compliant with the C2
architectural style [30]. The internal protocol followed by the internal elements
of an iC2C enforces error confinement and makes it possible to define multiple
exception handling contexts at the architectural level. Later work by Castor
et al. [11] defined and implemented an architectural level exception handling
mechanism based on the concept of iC2C. The work presented in this paper can
be seen as an extension of the iC2C for a broader class of software architectures
that adhere to the peer-to-peer architectural style [12].

In a previous work, Brito et al. [15] have proposed a systematic approach for
the specification and validation of exceptional behaviour for component-based
software systems in which the validation was provided through the generation of
unit test cases. The work reported in this paper is different from that work on
several fronts, although the validation process is similar. The main focus in this
paper is on the formal specification of iFTE-based software architectures from
which both unit and integration test cases are automatically generated.

In another related work, the Aereal framework leverages existing languages
and tools to support the description and analysis of exception flow in software
architectures adhering to multiple architectural styles [10]. In terms of verifica-
tion, both works have similar goals, however Aereal did not model the interplay
between an architectural element and the error recovery mechanisms that make
it fault-tolerant. Another important difference is that in the proposed approach
the architectural behaviour related to error handling is specified in terms of sce-
narios, which increases its scalability because it reduces the number of states
generated during the architectural verification.

Seminal work by Issarny and Banâtre [20] describes an extension to archi-
tectural description languages that allows for the specification of architectural
invariants. Violations of these invariants, called configuration exceptions, trigger
architectural reconfigurations. This work differs from ours because it emphasises
fault handling at the architectural level. Our work, on the other hand, emphasises
error recovery.
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3 Background

3.1 iFTE: Idealised Fault-Tolerant Architectural Element

The idealised fault-tolerant architectural element (iFTE) [17] is an architectural
abstraction for structuring fault-tolerant systems, which enforces the principles
associated with the concept of the idealised fault-tolerant component [23], and
includes responsibilities for detecting errors in the architectural elements, as well
as handling and propagating exceptions in a structured way.

The general model of an iFTE defines four types of external interfaces, and
these are clearly partitioned into normal and abnormal (exceptional) behaviour:
(i) I iFTE PS defines an access point for the (fault-tolerant) services provided by
the iFTE; (ii) I iFTE RS specifies services required by the iFTE for implementing
its normal behaviour or handling exceptions; (iii) I iFTE PE defines an access
point where iFTE signals its external exceptions; and (iv) I iFTE RE specifies
the external exceptions that the iFTE is able to handle. These interfaces can
be detailed according to specific provided and required services of an iFTE, as
well as its exception types. As it could be seen, while the two first interfaces
(I iFTE PS and I iFTE RS) are responsible for the normal behaviour, the two
last ones are responsible for the abnormal behaviour.

Looking for the iFTE as an architectural abstraction, there are seven dif-
ferent scenarios that describe the relationship that can be established between
the external interfaces of an iFTE. After a request is made through I iFTE PS,
the iFTE may respond in two different ways: returns normal services through
I iFTE PS (1st scenario); signals an interface exception through I iFTE PE (2nd

scenario); or signals a failure exception through I iFTE PE (3rd scenario). Be-
sides that it is possible to request external services through I iFTE RS. After
requesting external services, four scenarios are possible. If the external architec-
tural element returns normal services through I iFTE RS, the iFTE either returns
normal services through I iFTE PS (4th scenario), or signals an exception through
I iFTE PE (5th scenario). If the external architectural element signals an excep-
tion, the iFTE either propagates the error through I iFTE PE (6th scenario), or
recover its state, returning normally through I iFTE PS (7th scenario).

3.2 Formal Anotation and Verification

The B-Method [1] is a formal method based on set theory, where sets and re-
lations among sets are used for data modelling, and operations describe state
modifications. A limitation of the B-Method is its inability to easily restrict the
correct order of operations. Communicating Sequential Process (CSP) [8] is a
process algebra that allows an easy representation of execution sequences. In
this way, when used for guiding the execution of B-Method operations, CSP
compensates the mentioned limitation of B-Method [28,24].

Because of their complementary characteristics, there are many approaches
that combine set-based notations with algebra processes. ProB [24] is a model
checker that combines B-Method and CSP into a complementary way. As a
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joining point between the two notations, the B-Method operations in ProB are
represented as single events in the CSP specification. Thus, when it is used a
CSP model to guide a B-Method machine, ProB uses the order of the CSP events
for restricting the B-Method operations that can be executed.

4 Detailing the iFTE

4.1 Structure of the iFTE

The detailed design of an iFTE is shown in Figure 1, and it contains five archi-
tectural elements: (i) the Normal component implements the normal behaviour
of the iFTE; (ii) the Abnormal component handles the exceptions raised (or cre-
ated) by the Normal component, and those propagated (or signalled) from the
environment of the iFTE; (iii) the Provided component acts like a bridge between
the services provided by the iFTE and its environment, including the signal of
exceptions; (iv) the Required component also acts like a bridge, but between the
required services of the iFTE and its environment; and (v) the Coordinator con-
nector coordinates the interaction between the four internal components of an
iFTE.

Fig. 1. Internal structure of the idealised fault-tolerant architectural element (iFTE)

To maintain the separation of concerns, between the normal and exceptional
behaviours, the Abnormal component is the only one that handles exceptions.
The Provided and Required only propagate exceptions to the Abnormal, mediat-
ing the access between the iFTE and the external environment. About the Normal
component, besides propagating exceptions to the Abnormal, it can identify ex-
ceptional conditions and raise exceptions. The internal architectural elements of
the iFTE interact through internal interfaces, and these interfaces also enforce
the separation between normal and exceptional behaviours.
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Since the Normal component is responsible for providing functionalities of the
iFTE, it might be an existing component that needs to be incorporated into
the architecture. Before using a COTS component as the Normal element of an
iFTE, it is necessary to adapt it, in order to make it compatible with the four
internal interfaces of the Normal. As presented in Figure 2, the structure of the
Normal after reusing a COTS component is composed of three elements: the
COTS component, which has to be reused; a NormalProvided adapter, which is
responsible to convert all the provided interfaces of the COTS into the I N PS and
I N PE interfaces; and a NormalRequired adapter, which is responsible to convert
all the required interfaces of the COTS into the I N RS and I N RE interfaces.

<< component >>

Normal

IProv1 IReq1
<< COTS component >>

ReusedCompA

<< connector >>

NormalRequired
<< connector >>

NormalProvided

I_N_RSI_N_PS I_N_PE I_N_RE

Fig. 2. Adaptation of a COTS Normal component

Besides the adaptation of a COTS Normal component, the iFTE also sup-
ports the adaptation of inconsistencies among architectural elements. This com-
plementary and high-level adaptation is provided by the Provided and Required
components presented in Figure 1.

4.2 Detailed Execution Scenarios

Analysing the interaction among the internal elements of the iFTE, we have
identified 12 basic scenarios. These scenarios do not consider the requests that
the Abnormal component can do for providing the handling services, which in-
cludes its internal requests to the Normal component, and its external requests
to the Required.

After a request is made through I iFTE PS, the Provided component may re-
spond in two different ways: (i) signals an interface exception through I iFTE PE
(1st basic scenario); or (ii) requests the respective service of the Normal compo-
nent from I P RS to I N PS, mediated by the Coordinator connector. When the
Normal component receives a service request, it can behave in three different
ways: (i) returns normally to the Provided from I N PS to I P RS (2nd basic sce-
nario); (ii) signals an internal exception through I N PE; or (iii) requests an ex-
ternal service. When the Normal component signals an exception through I N PE,
the Coordinator connector propagates it to the Abnormal through I A RE. After
executing the handler, whose behaviour is omitted here, the Abnormal either sig-
nals a failure exception through I A PE (3rd basic scenario), or return normally
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through I A PS, masking the error (4th basic scenario). When the Normal com-
ponent requests external services through I N RS, the Coordinator propagates
the request to the Required through I R PS. After this, the Required requests the
service for an external element through I IFTE RS and can receive two different
responses: (i) a normal response through I IFTE RS (5th basic scenario); or (ii) an
exception through I IFTE RE. In the last case, the external exception is propa-
gated to the Abnormal (from I R PE to I A RE through the Coordinator), which
tries to handle it. The Abnormal can provide either a failure exception through
I A PE (6th basic scenario), or a normal response through I A PS, masking the
external exception (7th basic scenario).

The other five scenarios where derived from the composition of the seven basic
scenarios that were presented. Before the iFTE raises an internal exception, it
could have successfully executed an external service (external request followed by
an internal exception). In this case, the iFTE can either mask the exception (8th

basic scenario), or fail (9th basic scenario). When the Normal requests an external
service after it had masked an internal exception, it can receive an exceptional
response (masked internal exception followed by an external exception). In this
case, the Abnormal component tries to handle it. If the external exception is
masked, it constitutes the 10th basic scenario, which masks both internal and
external exceptions. If the external exception could not be successfully handled,
the Abnormal component returns exceptionally and the iFTE crashes (11th basic
scenario). Finally, the 12th basic scenario occurs when although the iFTE could
mask an external exception (Scenario 7), it could not mask a following internal
one.

5 Formal Specification and Verification of the iFTE

Although the iFTE abstraction has been partially verified in a previous work [17],
this verification had used an extended timed automata notation, which has not
the sufficient support for verifying the architectural elements in a specific ar-
chitectural context, considering specific provided and required services and the
respective exceptions. Besides, to support the development of component-based
software systems, it is necessary to consider the behaviour of different iFTEs
connected together into a fault-tolerant software architecture. In order to model
and verify the fault-tolerant properties of a software architecture, we have used
the combination of B-Method and CSP, supported by the ProB model checker.

As presented in Section 3.2, the combined use of B-Method and CSP provides
a way for representing complex states and relationships among the internal el-
ements of the iFTE. Since the internal elements were represented in B-Method
through mathematical sets, the relationships among them were naturally rep-
resented through relations between sets. Although other formal notations, such
as UPPAAL [2], represent internal states, most of them do not provide a way
for representing neither types nor relationships among them, what is essential
for specifying specific exceptional behaviours, depending on the type of the ex-
ception that was raised or propagated. Besides that, although other formalisms,
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such as SMV [18], reason about types and relations between types, they do not
provide an intuitive way to represent specific execution scenarios, what reduces
the state explosion necessary for verifying the formal model, and is essential for
generating test cases.

5.1 Formal Specification of the iFTE

We have defined two models that can be instantiated for representing an iFTE
element: the abstract model, which specify only the external behaviour of the
iFTE [7], and the detailed model, which includes the internal elements of the
iFTE. Both models are composed of a B-Method machine, which specifies the
structural elements of the iFTE, and a CSP behaviour specification, which re-
stricts the interaction among the elements defined in B-Method. Due to space
limitations, this paper will present only the detailed model of the iFTE. The
abstract model was specified in a similar way [7].

Detailed Model of the iFTE. Figure 3 presents part of the B-Method ma-
chine of the detailed model. As it can be seen, the machine explicitly repre-
sents the structural characteristic of the iFTE: its internal elements, through
the InternalElements set (Line 4); its interfaces with the direction of the
event (input/output), through the the InterfaceParts set (Line 5); the pro-
vided and required services of each internal component, through eight sets: a
<component>ProvidedServices and a <component>RequiredServices for
each component (Lines 7 to 14), and the respective provided and required ex-
ceptions (Lines 16 to 23). Beyond representing the exceptions themselves, it is
necessary to relate the exceptions and the services that propagate them. This
information is represented through relations from a service to a power set of ex-
ceptions (Lines 26 to 33). Finally, since the ProB model checker works through
the execution of B-Method operations, the proposed model defines three oper-
ations for each normal interface (I <component> PS and I <component> RS):
a service request, a normal response, and an exceptional response. Operations
in Lines 39 to 41 represent a service request to the iFTE (via the Provided in-
ternal component) and the respective returns through I iFTE PS and I iFTE PE
interfaces. Lines 45 to 47 refer to the I iFTE RS and I iFTE RE interfaces. Ex-
actly the same occurs with each one of the internal interfaces, but for space
limitations, this information was omitted from the figure. Beyond the structural
information of the iFTE, the B-Method machine also defines other variables that
stores valuable data for verification purpose, for example, the sequenceHistory
variable stores the order that the B-Method operations where executed, what
can be used for identifying the execution scenarios. In the B-Method notation,
the types of the variables are represented through invariants. The verification of
type violation is proceeded during the model-checking process. But due to space
limitations, Figure 3 does not present the variants definition.

As can be seen in Figure 4, using an external choice operator ([]), the CSP
model defines all the possible combination of executions. For example, Line 3
states that after executing the IFTE PS req operation for a specific provided
service (PS), the next operation has to be either an exceptional return (interface
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1 MACHINE abstractModel
2 /∗ ============================== ∗/
3 SETS
4 Interna lE lements = {provided , normal , coord inator , abnormal ,

r equ i r ed } ;
5 I n t e r f a c ePa r t s = { i i f t e p s i , i i f t e p s o , i i f t e p e o , i p r s o ,

i p r s i , i p r e i , i n p s i , i n p s o , i n pe o , i n r s o , i n r s i ,
i n r e i , i a p s i , i a p s o , i a p e o , i a r s o , i a r s i , i a r e i ,
i r p s i , i r p s o , i r p e o , i i f t e r s o , i i f t e r s i , i i f t e r e i } ;

6

7 IFTEProvidedServices = { i f tePS1 , i f t ePS2 } ;
8 ProvRequiredServ ices = {provRS1 , provRS2 } ;
9 NorProvidedServ ices = {norPS1 , norPS2 } ;

10 NorRequiredServ ices = {norRS1 , norRS2 } ;
11 AbnProvidedServices = {abnPS1 , abnPS2 } ;
12 AbnRequiredServices = {abnRS1 , abnRS2 } ;
13 ReqProvidedServices = {reqPS1 , reqPS2 } ;
14 IFTERequiredServices = { i f teRS1 , i f t eRS2 } ;
15

16 IFTEProvidedExceptions = { i ftePE1 , i f tePE2 } ;
17 ProvRequiredExceptions = {provRE1 , provRE2 } ;
18 NorProvidedExceptions = {norPE1 , norPE2 } ;
19 NorRequiredExceptions = {norRE1 , norRE2 } ;
20 AbnProvidedExceptions = {abnPE1 , abnPE2 } ;
21 AbnRequiredExceptions = {norRE1 , abnRE2} ;
22 ReqProvidedExceptions = {reqPE1 , reqPE2 } ;
23 IFTERequiredExceptions = { i fteRE1 , i fteRE2 } ;
24 /∗ ============================== ∗/
25 VARIABLES
26 i f t ePSe rv i c eExcept i on s , /∗ r e l a t i o n : IFTEProvidedServices −−>

powerSet ( IFTEProvidedExceptions ) ∗/
27 provRServiceExceptions , /∗ r e l a t i o n : ProvRequiredServ ices −−>

powerSet ( ProvRequiredExceptions ) ∗/
28 norPServiceExcept ions , /∗ r e l a t i o n : . . . ∗ /
29 norRServiceExcept ions , /∗ r e l a t i o n : . . . ∗ /
30 abnPServiceExceptions , /∗ r e l a t i o n : . . . ∗ /
31 abnRServiceExceptions , /∗ r e l a t i o n : . . . ∗ /
32 reqPServ iceExcept ions , /∗ r e l a t i o n : . . . ∗ /
33 i f t eRServ i c eExcept i ons , /∗ r e l a t i o n : . . . ∗ /
34 . . . /∗ other v a r i a b l e s ∗/
35 . . .
36 /∗ ============================== ∗/
37 OPERATIONS
38 /∗ I IFTE PS & I IFTE PE∗/
39 IFTE PS req ( s e r v i c e ) = . . .
40 re sp <−− IFTE PS resp ( s e r v i c e ) = . . .
41 re sp <−− IFTE PE resp ( s e r v i c e ) = . . .
42 /∗ INTERNAL INTERFACES∗/
43 . . . /∗not r epre s ented ∗/
44 /∗ I IFTE RS & I IFTE RE∗/
45 IFTE RS req ( s e r v i c e ) = . . .
46 re sp <−− IFTE RS resp ( s e r v i c e ) = . . .
47 re sp <−− IFTE RE resp ( s e r v i c e ) = . . .

Fig. 3. B-Method machine of an iFTE

exception) (Lines 7 and 8 - Scenario 1) or a request for an internal service
of the Normal component through the Coordinator connector (Lines 7 and 11).
When the Normal receives a service request, it may behaves in three different
ways (Line 14): (i) returns normally (Lines 14 and 15); (ii) raises an exception
(Lines 14 and 16), or (iii) requests external services through the Coordinator
connector (Lines 24 and 19).
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1 −−SPECIFICATION:
2 MAIN = Star t −> CLIENT ; ;
3 CLIENT = ( IFTE PS req .PS −> PROVIDED(PS) [ ] Stop −> MAIN) ; ;
4

5

6 −− Cl i ent −> Provided
7 PROVIDED(PS) = (INTERFACE EXCEPTION [ ] ( P RS req .RS −>

PROVIDED COORDINATOR(PS ,RS) ) ) ; ;
8 INTERFACE EXCEPTION = IFTE PE resp .PS?E −> Stop −> MAIN; ;
9

10 −− Provided −> Coordinator
11 PROVIDED COORDINATOR(PS1 ,RS1) = ( N PS req .PS −> NORMAL(PS1 ,RS1 ,PS) ) ; ;
12

13 −− Coordinator −> Normal
14 NORMAL(PS1 ,RS1 , PS2) = (NORMAL NORMAL REPONSE(PS1 ,RS1 , PS2) [ ]

NORMAL RAISES EXCEPTION(PS1 ,RS1 , PS2) [ ] ( N RS req .RS −>

NORMALCOORDINATOR(PS1 ,RS1 , PS2 ,RS) ) ) ; ;
15 NORMAL NORMAL REPONSE(PS1 ,RS1 , PS2) = N PS resp . PS2 −> P RS resp .RS2−>

PROVIDED ADAPTER; ;
16 NORMAL RAISES EXCEPTION(PS1 ,RS1 , PS2) = N PE resp . PS2?E −> HANDLING NOR(E

) ; ; −−i n t e r n a l except ion
17

18 −− Normal −> Coordinator
19 NORMALCOORDINATOR = . . .
20 . . .

Fig. 4. CSP specification of an iFTE

After representing the iFTE elements using the detailed model (B-Method
and CSP), it is necessary to contextualise these elements together, through the
architectural model. This contextualised representation is outside the context
of this paper. Details about the architectural models and the verification of
exception flow in the software architecture are available elsewhere [7,14].

5.2 Verification Process

Intending to remove faults early in the software development, the verification
process consists on two steps, executed sequentially: (i) generate all possible
execution scenarios; and (ii) verify the dependability properties of each scenario.
First, we extract the scenarios from the model with a specialised tool for
this purpose. From the CSP specification and the B-Method machine of an
architectural element, a set of other CSP files are generated, one CSP file
per scenario. A scenario is a sequence of B-Method operations that starts
with a request through the IFTE PS req operation, which corresponds to the
I IFTE PS interface of the Provided internal component, and finishes with
the respective response (normal or exceptional). The second step consists
on using the ProB model checker for verifying some properties of interest
related with fault tolerance. These properties, which are presented in Sec-
tion 5.3, are verified for the B-Method machine of the software architecture,
guided by each one of the CSP scenarios generated in the previous step.
The verification of these properties in the ProB model checker consists on
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trying to find counter examples of scenarios, analysing the content of the
sequenceHistory variable of the iFTE model. The sequenceHistory variable
is a sequence of three-tuples (interfaceType, service, abnReturn), where
interfaceType is determines both the interface and the type of the event
(request or response), service is a service that is the objective of the execution,
and abnReturn represents the exceptional response of the service request, if it
occurs. In case of requests and normal responses, its value is represented as an
empty set ({}). In other words, interfacePart ∈ InterfaceParts, service
∈ <component>ProvidedServices

⋃
<component>RequiredServices,

and abnReturn ∈ <component>ProvidedExceptions
⋃

<component>RequiredExceptions.

5.3 Verified Properties of Interest

In order to verify the internal integrity of the iFTE, we have specified five general
properties (Table 1), which are related to both general and detailed models, and
other seven detailed properties (Table 2), which are related only to the detailed
model and verify the consistency of the propagation of exceptions among the
iFTE internal parts.

Table 1. General properties of an iFTE (both models)

# Property
1 The instantiation of the iFTE has to be free of deadlocks.

2 All required exceptions (IFTERequiredExceptions) have to be handled by the
iFTE.

3 An exception can only be masked, if it is explicitly declared as maskable by the
iFTE.

4 For each exception which can be masked, there has to be a scenario that mask it.

5 The iFTE can only signal or propagate external exceptions.

As an example, the general property 2 is specified as follows:
“∀re ∈ IFTERequiredExceptions,∃rs ∈ IFTERequiredServices •
re ∈ ifteRServiceExceptions(rs)”. In a similar way, the detailed property 1, which
states that if there is no exception in the scenario, the Abnormal component can-
not participate on it, ratifying the separation of concerns, since the abnormal is
only responsible for handling exceptions. Remembering that a PS i represents a
request of handling to the Abnormal component; ifte RE i represents an incoming
exception from an external server to the iFTE; and ifte PE o represents an out-
come exception from the iFTE to an external client, this property was specified as
follows: “∀s ∈<component>ProvidedServices

⋃
<component>RequiredServices, e ∈

<component>ProvidedExceptions
⋃

<component>RequiredExceptions •
((ifte RE i, s, e) �∈ sequenceHistiry ∧ (ifte PE o, s, e) �∈ sequenceHistory) ⇒
(a PS i, s, e) �∈ sequenceHistory”.
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Table 2. Detailed properties of an iFTE (detailed model)

# Property
1 When no exception is caught or thrown by an iFTE, the state of the Abnormal

component remains the same (it does not receive any request).

2 After receiving a request, the Coordinator connector does not interact with the
Abnormal component before receiving some response from the Normal component.

3 If the Normal component raises an exception that the Abnormal cannot mask, either
the iFTE propagates the exception, or converts it.

4 If the Required connector receives an exception that the Abnormal cannot mask,
either the iFTE propagates the exception, or converts it.

5 If the Normal component raises an exception that the Abnormal can mask, then it
is possible that the Abnormal returns normally to the Coordinator.

6 If the Required connector receives an exception that the Abnormal can mask, then
it is possible that the Abnormal returns normally to the Coordinator.

7 Only the Abnormal component may mask or convert exceptions.

6 Test Cases Generation

Test cases generation follows the model-based approach [6,5], and most of which
can be automated. All the testing artifacts can be reused each time the compo-
nent is tested: during its development or each time it is reused. Because of this,
the component testing can be performed in a black-box way, allowing test cases
reuse even without component source code.

For generating test cases for a provided service of an iFTE, it is necessary to
generate a sequence graph, which represents the execution of the internal and
required services that the provided service requires, as well as the respective
normal and abnormal returns. The graph consists on a graphical representation
of the formal models of the iFTE (Section 5.1), which is constructed for each
one of its provided services. The nodes of the graph are identified from the
B-Method machine, while the edges are identified from the CSP specification.
Besides identifying the graph itself (nodes and edges), the proposed approach
aims to organise the position of their nodes according to the iFTE structure.
For this, it is defined a partition1 for each interface of the iFTE. Thus, four
partitions are defined for the abstract model, and sixteen for the detailed one.

First of all, the provided service that the graph refers is represented as a node
of the I X PS partition, where X depends on the element whose graph represents:
P for Provided, N for Normal, A for Abnormal, R for Required, and IFTE for the
abstraction itself. The provided service the root node, which is the starting
point for covering the graph. In the same way, each required service that an
element needs for executing a provided service is represented as a node of the
I X RS partition. The subset of required services of a specific provided service
is determined by the CSP model. The exceptional returns of these required
services are represented as nodes of the I X RE partition. About the exceptional

1 Known as swim lane in UML Activity Diagram nomenclature.
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returns of the provided service, the nodes are positioned into the I X PE partition,
and are considered leaf nodes, which is an end point for covering the graph.
Because the Coordinator is a connector that refers only to the interfaces of the
internal components (it does not define any new interface), after representing
the sequence of execution among the four internal components, the behaviour of
the Coordinator is immediately represented. Thus, the Coordinator’s test cases are
generated from the interaction between the I X RS and I X PS interfaces of the
internal components of the iFTE: Provided, Normal, Abnormal, and Required. For
example, the execution of a service from I P RS followed by a service from I N PS
indicates that the Coordinator has to mediate the request from the Provided to the
Normal component, converting data types when necessary. In the inverse order
(I N PS → I P RS) it indicates that the Coordinator has to mediate a normal
response from the Normal to the Provided. Analysing all the sequences between
the required and provided services of the internal components, it is possible to
generate the test cases of the Coordinator element.

In the sequence graph, the order among the nodes (service request, and the
respective returns) is indicated through directional edges, which are derived from
the CSP model.

After constructing this graph, we follow the MDCE+ [15] criteria, where each
path from the start to a final node is considered a test-case. Besides the identifica-
tion of the test cases (paths of the graph), this testing artifacts are also useful for
deriving stub synchronisation commands, because they illustrate the sequence
on which the required services are called, as well as the respective returns of
these services. Stubs replace required elements, simulating their behaviour in a
controlled way, and making it possible to observe component behaviour under
test in normal and exceptional situations related to interactions with required
services.

Besides the generation of the test cases, it is necessary to determine the best
order for executing them. For this, it is generated other testing artifact: the
execution flow graph, which is a dependency graph that illustrates the sequential
dependencies among the provided services of an architectural element. Beyond
its usefulness for determine the best order for proceeding the test, the execution
flow graph also derives test drivers, which execute test cases.

About the testing activities, iFTEs are tested using test cases generated cover-
ing the graph presented in this section. In this way, the test cases can either take
into consideration the internal elements of the iFTE (its detailed structure),
or generate test cases for the abstraction itself, considering only the external
interfaces of the iFTE (I IFTE PS, I IFTE PE, I IFTE RS, and I IFTE RE).

7 Case Study: Mining Control System

The running example taken into consideration is a simplified version of the con-
trol system for a mining environment [29]. The extraction of minerals from a
mine produces water and releases methane gas to the air. In addition to extract-
ing minerals, the mining control system is used to drain water from the sump,
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and to remove air from the mine when the methane level becomes high. The sys-
tem is composed by three main sub-systems: MineralExtractorController, which
controls the extraction of minerals; PumpController, which controls the level of
water; and AirExtractorController, which controls the level of methane. When the
water reaches a high level, the pump is turned on and the sump is drained until
the water reaches a low level. A water flow sensor is able to detect the flow of
water in the pipe. However, the pump is situated underground, and for safety
reasons it must not start, or continue to run, when the amount of methane in
the mine exceeds a safety limit. For controlling the level of methane, there is
an air extractor controller that monitors the level of methane inside the mine,
and when the level is high an air extractor is switched on to remove air from
the mine. The whole system is also controlled from the surface via an operator
console that should handle any emergencies raised by the automatic system.

7.1 Software Architecture Specification

Figure 5 presents the software architecture of the mining control system using
the UML 2.0 notation; the links between the architectural elements are repre-
sented as dependencies. As can be seen, the architecture is composed of eleven
components, four of them are sensors: (i) MethaneLevel, which detects the level
of methane inside the mine; (ii) AirFlow, which detects the flow of air inside
the pipes; (iii) WaterLevel, which detects the level of water inside the mine; and
(iv) WaterFlow, which detects the flow of water inside the pipes.

To illustrate the structure of the iFTEs of the software architecture, Figure 6
presents the internal details of the PumpController and Pump architectural el-
ements. As can be seen, in the Required component of the PumpController and
the Provided component of the Pump are responsible for enabling the interac-
tion, adapting the received service requests (Provided), and the respective return
values (Required).

In this architectural configuration, it is assumed that all the architectural
elements are iFTEs, except for the four sensors. The three controllers that
were identified (MineralExtractorController, AirExtractorController, and PumpCon-
troller), have the role of architectural connectors (�iFTEConnectors�). Each
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Fig. 5. Architectural Configuration of the Mining Control System
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Fig. 6. Partially Detailed View of the Mining Control System Architecture

controller is responsible for dealing with the normal behaviour of the system, and
handling any exceptions that are propagated by the components. Depending on
the state of the sensors, one of the controllers will be always activated: (i) water
low & methane low ⇒ MineralExtractorController; (ii) water high & methane low
⇒ PumpController; and (iii) methane high ⇒ AirExtractorController. In case there
is a failure that cannot be handled by the system, this connector has to notify
the OperatorInterface element.

It was specified a total of 13 architectural exceptions, which flows between ar-
chitectural elements (iFTEs and non-iFTEs). For exemplifying the flow of ex-
ceptions, in the following, we consider the case in which the AirExtractor fails.
When an error is detected inside the AirExtractor, an internal exception is raised
and locally handled. If AirExtractor is not able to handle this exception, it prop-
agates an exception to AirExtractorController. Again this component attempts to
handle this exception at the role context, but if it fails, it propagates the excep-
tion to MileralExtractorController. Since the concentration of methane is high and
the AirExtractor has failed, there is nothing that MileralExtractorController can do,
except to propagate an exception among its collaborating architectural elements.
Upon receiving this exception, the MineralExtractor, the PumpController and the
AirExtractorController should shut down their activities, and the OperatorInterface
should raise an alarm for the operator to take the appropriate measures.

7.2 Software Architecture Verification

The verification process of the software architecture consists on three activities:
(i) verification of the architectural elements that are instantiations of the iFTE;
(ii) verification of the software architecture in terms of exception propagation;
and (iii) analyses of the results. In the context of this work, we shall detail only
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the verification of the iFTE elements. The verification of software architectures
with many iFTEs connected together is presented elsewhere [7,14].

After instantiating the formal models of the application, we have identified
approximately 25 scenarios for each one of the iFTE architectural elements.
These scenarios were used to guide the B-Method machine for verifying the
properties of interest using ProB. Regarding the software architecture, we have
identified approximately 1,000 scenarios, which are not the focus of this paper.

During the verification of the PumpController iFTComponent, the model
checker has detected a deadlock, caused by the non declaration of the
MethaneLevelSensorFailureException, as an exception that can be propagated.
One example of a violation of an exception propagation property was caused by
the absence of two handlers (required exceptions) in the MineralExtractorCon-
troller element.

The verification process took 14 seconds on average for each scenario, in an
Intel Pentium 4 computer with 512 MB of RAM, totalising approximately 41
minutes for the seven iFTE architectural elements. After fixing all modelling
faults, all properties were satisfied. The verification of the software architecture,
with all the elements connected together, took approximately 6 hours [7].

7.3 Test Cases Generation

After modelling the software architecture, we have used the B-Method machine
and the CSP specification of the software architecture for generating test cases
for iFTEs through the procedure described in Section 6.

Figure 7 presents the execution sequence graph for the controlPumping() ser-
vice of the PumpController connector. This graph represents only the external
exceptions (provided and required) of the iFTE for generating test cases for a
black-box testing. Analysing this graph, 22 paths are identified by a depth-first
search algorithm, producing 22 test cases.

One of the test cases simulates the MethaneHighPumpOnException throwing.
In this case, when the pump is turned on, the stub that simulates the get-
MethaneLevel() required service was prepared to return the highMethaneLevel. Af-
ter that, for safety reasons the controller tries to turn off the pump. The stub of the
turnOffPump() service was prepared to throw the PumpFailureException exception
when the service were called. Because it indicates an emergency exception, the con-
troller informs thiswarning to theMineralExtractorControllerconnector throughthe
MethaneHighPumpOnException. After executing this scenario, the test oracle has
to proceed the contract verification,which checks exception class type and context.

Besides the generation of test cases for unit testing activities, the proposed
approach also defines the right order for testing the various services of a com-
ponent. For example, because the Pump component is initially turned off, its
turnOnPump() service should be tested before the turnOffPump() one.

About the integration of the software architecture, it happened in four steps
and for that, we have developed four integration graphs, one for each step.
To exemplify the identification of integration test cases, for the interaction be-
tween the MineralExtractorController and the MineralExtractor elements, we have
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Fig. 7. Part of execution seuence graph for the controlPumping service

identified six test cases: three for the turnOnExtraction() service, and three for
the turnOffExtraction() service of the MineralExtractor component. Due to space
limitations, the interaction graph is not presented in this paper.

7.4 Case Study Evaluation

Above all, the case study has shown that the iFTE can be successfully used in the
specification of complex fault-tolerant systems. Simpler software architectures
can be obtained, first, by abstracting away from the actual system components,
and second, by enforcing a clear separation between the functionalities of the
application, and the exceptions and their respective handlers that are employed
for tolerating faults.

For specifying and verifying the architecture of the system, it was necessary
an effort of about 62.7 developers/hour. It was specified a total of eleven iFTE
elements, totalising eight B-Method machines (43 developers/hour) and a CSP
specification (19 developers/hour), and were spent about 0.7 hours operating
the scenarios tool and the ProB model checker.

During the verification of the software architecture, it was clear the rigorous
process has provided valuable information about the system properties, helping
to identify and correct specification faults of the architecture in earlier stages of
the software development. Although most of these problems are simple to correct,
failures to address them can result in problems that are harder to correct in later
phases of development.

For analysing the scalability of the proposed solution, we have compared it with
theAereal framework (seeSection2).After generating theAlloy [21] specificationof
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the case study using Aereal, we have verified exception propagation in the software
architecture using the Alloy Analyser [22] tool. However, with Aereal the verifica-
tion could not be completed due to lack ofmemory. With the approachpresented in
this paper, although it took long to verify in ProB, the task was successfully com-
pleted. We attribute the best scalability to the scenario-basedverification strategy,
which sufficiently reduces the state explosion during the model checking activity.

Some limitations of the case study were also identified. First, since all the
components were constructed during the case study, the assumptions about the
easiness for reusing components to construct dependable software systems was
not verified. Second, the proposed approach should be applied in a real case
study, where the reuse of software components occurs in a systematic way.

8 Conclusions and Future Work

This paper has presented an approach for formally representing and verifying the
idealised fault tolerant architectural element (iFTE), an architectural abstrac-
tion for structuring fault-tolerant systems, which is able to handle architectural
mismatches in the presence of software component failures. Although the case
study used for evaluating the overall approach was a snapshot of a real sys-
tem, we were able to demonstrate nevertheless that compared with other similar
approaches, this work supports an appropriate abstraction for modelling and
analysing fault-tolerant software architectures.

Since a limitation of the proposed solution is the lack of concurrency within
the architectural abstraction, as future work, we intend to deal with concurrent
systems, which have more complex exception handling strategies and resolu-
tion of exceptions. The Required component, which is the boundary between an
iFTE and its servers is the best place to plays this role. Besides that, because
the instantiation of the formal model is an error prone activity, tool support for
generating the formal models from a UML component diagram is still central to
our work. We also intend to improve the tool support for facilitating the gen-
eration of the formal models. The same information used for constructing the
sequence graphs of test cases generation can be used, for example, to automat-
ically generate a more complete source code, thus preventing the introduction
of faults. Finally, another line of research for a future work is to consider other
architectural abstractions for supporting other fault models, for example crash
failures.
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Abstract. Existing test techniques focus on particular, relevant aspects of the 
requirements of the system under test (SUT). Real-life SUTs have, however, 
numerous features to simultaneously be considered, often leading to a large 
number of tests. In such cases, because of time and cost constraints the entire 
set of tests cannot be run. It is then essential to prioritize the tests in sense of a 
ordering of the relevant events entailed in accordance with the importance of 
their numerous features. This paper proposes a graph-model-based approach to 
prioritizing the test process. Tests are ranked according to their preference de-
grees which are determined indirectly, i.e., through classifying the events. To 
construct the groups of events, Fuzzy c-Means (FCM) clustering algorithm is 
used. A case study demonstrates and validates the approach. Contrary to other 
approaches, no prior information is needed about the tests carried out before, 
e.g., as is case in regression testing. 

Keywords: Software Testing, Test Prioritizing, Fuzzy Clustering. 

1   Introduction: Motivation and Related Work 

Testing is one of the important, traditional analytical techniques of quality assurance 
in the software industry. There is no justification, however, for any assessment of the 
correctness of software under test (SUT) based on the success (or failure) of a single 
test, because potentially there can be an infinite number of test cases. To overcome 
this principle shortcoming of testing concerning completeness of the validation,  
formal methods have been proposed. Those methods use models to visualize the rele-
vant, desirable features of the SUT. The modeled features are either functional be-
havior or structural issues of the SUT, leading to specification-oriented testing or 
implementation-oriented testing, respectively. Once the model is established, it 
“guides” the test process to generate and select test cases, which form sets of  
test cases (also called test suites). The test selection is ruled by an adequacy criterion, 
which provides a measure of how effective a given set of test cases is in terms of  
its potential to reveal faults [1, 16]. Some of the existing adequacy criteria are 
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coverage-oriented. They use the ratio of the portion of the specification or code that is 
covered by the given test set in relation to the uncovered portion in order to determine 
the point in time at which to stop testing (test termination problem). 

The test approach introduced in this paper is specification - and coverage - ori-
ented. The underlying model graphically represents the system behavior interacting 
with the user’s actions. In this context, event sequence graphs (ESG, [5-7]) are fa-
vored. ESG approach view the system’s behavior and user’s actions as events, more 
precisely, as desirable events if they are in accordance with the user expectations, oth-
erwise they are undesirable. Mathematically speaking, a complementary view of the 
behavioral model is generated from the model given which explains the advantage of 
the ESG approach: The model will be exploited twice, i.e., once to validate the system 
behavior under regular conditions and a second time to test its robustness under ir-
regular, unexpected conditions.  

The costs of testing often tend to run out the limits of the test budget. In those 
cases, the tester may request a complete test suite and attempt to run as many tests as 
affordable, without running out the budget. Therefore, it is important to test the most 
important items first. This leads to the Test Case Prioritization Problem a formal 
definition of which is represented in [3] as follows: 

Given:  A test suite T;  
The set PT of permutations of T;  
A function f from PT to the real numbers which represents the preference 
of the tester while testing. 

Problem: Find T’∈PT such that ( ∀ T”) (T” ≠ T’) [f(T’) ≥ f(T”)]  

Existing approaches to solving this problem usually suggest constructing a density 
covering array in which all pair-wise interactions are covered [2, 3]. Generally speak-
ing, every n-tuple is then qualified by a number n∈ N  ( N : set of natural numbers) 
of values to each of which a degree of importance is assigned. In order to capture sig-
nificant interactions among pairs of choices the importance of pairs is defined as the 
“benefit” of the tests. Every pair covered by the test contributes to the total benefit of 
a test suite by its individual benefit. Therefore, the tests given by a test suite are to be 
ordered according to the importance of corresponding pairs. However, such interac-
tion-based, prioritized algorithms are computationally complex and thus mostly less 
effective [18, 19]. 

The ESG approach we favor in this paper generates test suites through a finite se-
quence of discrete events. The underlying optimization problem is a generalization of 
the Chinese Postman Problem (CPP) [8] and algorithms given in [5-7] differ from the 
well-known ones in that they satisfy not only the constraint that a minimum total 
length of test sequences is required, but also fulfill the coverage criterion with respect 
to converging of all event pairs represented graphically. This is substantial to solve the 
test termination problem and makes out a significant difference of this present paper 
from existing approaches. To overcome the problem that an exhaustive testing might 
be infeasible, the paper develops a prioritized version of the mentioned test generation 
and optimization algorithms, in sense of “divide and conquer” principle. This is the 
primary objective and the kernel of this paper which is novel and thus, to our knowl-
edge, has not yet been worked out in previous work, including ours [5-7, 15]. 
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The required prioritization has to schedule the test process, i.e., to meet the needs 
and preferences of test management how to spend the test budget. However, SUT and 
software objects, i.e., components, architecture, etc., usually have a great variety of 
features. Therefore, test prioritization entails the determination of order relation(s) for 
these features. Generally speaking, we have n objects, whereby each object has a 
number (p) of features that we call dimension. Test prioritization problem then repre-
sents the comparison of test objects with different, multiple dimensions. This is the 
further, important feature which differs the optimization approach presented in this 
paper, i.e., none of the existing approaches take the fact into account that SUT usually 
has a set of attributes and not a single one when prioritizing the test process. This is a 
tough, np-complete problem to solve in general.  

The testing capacity of the algorithm developed in this paper is of less complexity 
than the ones known from literature and provides the ordering of the implementation 
of the tests to be run. To be more specific, to each of the tests generated a degree of its 
preference is assigned. This degree is indirectly determined through estimation of the 
events qualified by several attributes. These attributes depend on the features of the 
project and their values are justified by their significance to the user. We give some 
examples how to define such attributes and assign values to them, based on the ESG 
representation of corresponding events. We suggest to represent those events as an 
unstructured multidimensional data set and to divide them into groups which 
correspond to their importance. Beforehand, the optimal number of groups of events 
should be determined, in advance. For this aim, we use criterion Vsv based cluster 
validity algorithm [13, 14]. To derive the groups of events, Fuzzy c-Means (FCM) 
clustering algorithm is employed [12].  

A last, but not least feature of the approach represented here is no prior information 
is needed about the tests carried out before, e.g., as is case in regression testing. 

The paper is organized as follows. Section 2 explains the background of the ap-
proach, presenting also the definition of FCM to partition a data set into the different 
groups. Section 3 describes the proposed prioritized graph-based testing approach. 
Section 4 includes the case study. Section 5 summarizes the results, gives hints to 
further research and concludes the paper.  

2   Modeling and Clustering 

2.1   Event Sequence Graphs for Test Generation 

Because the previous papers of the first author ([5-7, 15]) sufficiently explain the con-
struction of ESG, test generation from ESGs, and test process optimization, only a 
brief introduction into ESG concept is given that is necessary and sufficient to under-
stand the test prioritization approach represented in this paper. 

Basically, an event is an externally observable phenomenon, such as an environ-
mental or a user stimulus, or a system response, punctuating different stages of the 
system activity. A simple example of an ESG is given in Fig1. Mathematically, an 
ESG is a directed, labeled graph and may be thought of as an ordered pair 

( , )ESG Eα= , where α is a finite set of nodes (vertices) uniquely labeled by some 

input symbols of the alphabet Σ, denoting events, and E: α α, a precedence relation, 
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possibly empty, on α. The elements of E represent directed arcs (edges) between the 
nodes in α. Given two nodes a and b in α, a directed arc ab from a to b signifies that 
event b can follow event a, defining an event pair (EP) ab (Fig. 1). The remaining 
pairs given by the alphabet Σ, but not in the ESG, form the set of faulty event pairs 
(FEP), e.g., ba.  

As a convention, a dedicated, start vertex e.g., [, is the entry of the ESG whereas a 
final vertex e.g., ] represents the exit. These pseudo vertices are not included in Σ; 
therefore, the arcs from and to them form neither EP nor FEP; they are pseudo arcs. 

The set of FEPs constitutes the complement of the given ESG ( ESG in Fig 1).  

 

 

Fig.1. An event sequence graph ESG and  ESG  as the complement of the given ESG 

Because the construction of ESG, test generation from ESG and ESG , and test 
process optimization are sufficiently explained in the literature ([5-7, 15]), the present 
paper summarizes ESG concept and are informally introduces some definitions, as far 
as they are necessary and sufficient to understand the test prioritization approach rep-
resented in this paper. 

A sequence of n+ 1 consecutive events that represents the sequence of n arcs is 
called an event sequence (ES) of the length n+1, e.g., an EP (event pair) is an ES of 
length 2. An ES is complete if it starts at the initial state of the ESG and ends at the fi-
nal event; in this case it is called a complete ES (CES). Occasionally, we call CES 
also walks (or paths) through the ESG given. Accordingly, a faulty event sequence 
(FES) of the length n consists of n-1 subsequent events that form an ES of length n-2 
plus a concluding, subsequent FEP. An FES is complete if it starts at the initial state 
of the ESG; in this case it is called faulty complete ES, abbreviated as FCES. A FCES 
must not necessarily end at the final event.  

2.2   Fuzzy Cluster Analysis 

Fuzzy cluster analysis is used for partitioning a given set of data or objects into clus-
ters (subsets, group, and classes). This partition should be homogeneous within clus-
ters and heterogeneous between clusters [21]. Since only crisp measurements are 
used, data would be vectors of real numbers, forming a set of objects X = (x1, x2, ... 
xp)∈Rp. The Euclidean distance between data is used as a measure of the dis-
similarity. 

The set of objects X is partitioned into c fuzzy clusters. Non-exclusive fuzzy clus-
ters are dealt as a fuzzy subset of the objects, i.e., the partition of a set of n objects 
(patterns) into c clusters 1≤ i ≤ c is represented by a n×c matrix U (or uik, where uik ∈ 
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[0,1] is the membership degree of datum xk to cluster i, see [20]). This partition is re-
ferred to as c-means fuzzy (probabilistic) clustering with following feature:  

ou
n

ık

ik >∑
=

 for all i ∈ {1,...,c},  

∑
=

=
c

i

iku
1

1     for  all k ∈ {1,...,n}   

(1) 

Fuzzy c-means algorithm (FCM) as a fuzzy version of hard c-means as introduced 
in [9] and improved by “fuzzifier m” in [10]. FCM recognizes spherical clouds of 
points (datum) in p-dimensional space. Each cluster here is represented by its centre, 
called a prototype, as a representative of data assigned to the cluster. 

Main issue in the fuzzy cluster analysis is to obtain the optimal assignment of data 
to clusters, in other words, the choice of the optimal prototypes for data given. This is 
usually carried out by means of the cluster algorithm for minimizing the objective 
function [22, 23]: 

J (X, U, V) = ∑
=
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∑
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)( md2 (νi, x k) (2) 

provided that no cluster is completely empty. Let X be the data with X= {x1, x2,... xn} 
∈ Rp , c be the number of fuzzy clusters, uik ∈ [0,1] is membership degree of datum xk 

to cluster i,  νI ∈ Rp be the prototype for cluster I, and d (νi, xk) be the Euclidian dis-
tance between prototype νi   and datum xk. The parameter 1 < m is called fuzziness in-
dex which is usually chosen m = 2. 

The quadratic distance of the data to the prototypes dik = || xk - νi ||, weighted with 
their membership degrees, is used for minimizing (2). The prototypes of the cluster 
centers νi, are calculated as, with the condition to have a local minimum.  
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After randomly initialization of the partition matrix (uik), the prototypes νi and new 
matrix (uik) are updated according to (3) at each optimization step as follows [11]:   
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This procedure is iterated until successive approximation || v (t-1) – v(t)|| ≤ ε is  
satisfied.  
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If the number of clusters (hence the number of classes) is not known in advance, 
the key problem is to determine the optimal number of clusters (unsupervised classifi-
cation). In this case, for each c ∈ {2,3,..cmax}, the fuzzy cluster analysis has to find an 
optimal partition of data with respect to the new corresponding objective function ac-
cording to (2) which is regarded as a validity function because it decreases by in-
creasing c. The present approach uses the Vsv index-based cluster validity algorithm 
[14] for determining the optimal number c of groups in following steps: 

Step 1. Initialize U=[uij] matrix, U(0) 
Step 2. Calculate the centers vectors V(k)=[vj] by (3) 
Step 3. Update U(t) , U(t+1)  by (4) 
Step 4. If || U(t+1) - U(t)||<ε  then Stop; otherwise return to Step 2. 

Classification. After applying FCM algorithm, each data point belongs to all clusters 
with different membership degree, however, a unique assignment of data points is re-
quired for solving classification problem. A data point will be assigned to the cluster 
for which its membership value is maximal. This process is called defuzzification  
applying of which for all data points a class (group) Si is constructed by following 
equation: 

                                   { }, 1, ...,S x u u i j i ci k ik jk= > ≠ =   (5)  

Therefore, the fuzzy qualified groups Si, i =1,..,c  of events xk, k=1,…,n, are ob-
tained within which membership value of kth event  will be 

                              { }( ) sup 1, ..., ; 1, ...,x u i c k nS k iki
μ = = =  (6)  

To estimate groups on their importance degree, the length of center vectors v1,v2 , 
vc are used that is based on the rule: the greater the value of attributes the more im-
portant the group. 

Computational time for classification of events increases with the number n of the 
events and the number p of their attributes. 

3   Prioritized ESG-Based Testing 

Our approach is model-based; for test generation a set of ESGs are constructed which 
represent a discrete model of SUT. Those ESGs constitute the input to the test algo-
rithms introduced in [5, 7] which use following coverage criteria for generating tests 
for the given set of ESG. In case other models are available, e.g., statecharts, which 
might have been produced in early stages of the software development process, they 
can be used accordingly to generate test cases as known from the literature. Thus, our 
test prioritization approach is applicable to any formal test generation technique. Fol-
lowing, we demonstrate our approach using ESG concept. 

a) Cover all event pairs in the ESG. 

b) Cover all faulty event pairs derived by the ESG . 
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Note that a test suite which satisfies the first criterion consists of CESs while a test 
suite which satisfies the second consists of FCESs. These algorithms are able to pro-
vide the following constraints: 

a) The sum of the lengths of the generated CESs should be minimal. 
b) The sum of the lengths of the generated FCESs should be minimal. 

The constraints on total lengths of the tests generated enable a considerable reduc-
tion in the cost of the test execution and thus the algorithms mentioned above can be 
referred to as the relatively efficient ones. However, as stated in Section 1 (Introduc-
tion), an entire test suite generated may not be executed due to limited project budget. 
Such circumstances entail ordering all tests to be checked and exercised as far as they 
do not exceed the test budget. To solve the test prioritizing problem, several algo-
rithms have been introduced [1, 2]. Usually, during the test process for each n-tuple 
(in particular pair-wise) interaction a degree of importance is computationally deter-
mined and assigned to the corresponding test case. However, this kind of prioritized 
testing is computationally complex and hence restricted to deal with short test cases 
only. Our prioritized testing approach is based on the ESG-based testing algorithms 
mentioned above.  

Note that our test suite consists of CESs which starts at the entry of the ESG and 
end of its exit, representing walks (paths) through the ESG under consideration. This 
assumption enables to order the generated tests, i.e., CESs. Test suites considered here 
consist of CESs which starts at the entry of the ESG and end of its exit, representing 
walks (paths) through the ESG. This assumption enables to order the generated tests, 

i.e., CESs. Test suites that cover ESG  consists of FCESs are handled accordingly. 
The ordering of the CESs is in accordance with their importance degree which is 

defined indirectly i.e., by estimation of events that are the nodes of ESG and represent 
objects (modules, components) of SUT. For this aim, firstly events are presented as a 

multidimensional event vector ( , ..., )1ix x x p=  where p is the number of attributes. 

Then, a data set { },...,1
p

X x xn= ⊂ R  is constructed where n is the number of events, 

which being an unstructured one is divided into c groups The optimal number of 
groups are determined in advance by using the cluster validity algorithm, as described 
in [13,14]. The groups are constructed by using FCM clustering algorithm and then 
classification procedure as explained in the previous section 2.2. Afterwards, these 
groups are ordered on the importance degree according to length of their correspond-
ing center vector. Finally, the CESs are ordered, scaling their preference degrees 
based on the events which incorporate the importance group(s). We assume that the 
behavior of the SUT is correctly specified, i.e., only CESs constructed are analyzed. 
Additionally, we deal with minimal length of the ES to be covered, i.e., pair-wise cov-
erage is the termination criterion. 

Importance (Imp(e)) of kth event in depending on importance degree of the group is 
defined as follows: 

                                      Imp( ) ImpD( ) 1kx c Si= − +  (7)  
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where c is the optimal number of the groups; ImpD(Si) is defined by means of the 

importance degree of the group iS  the kth event belongs to. 

Finally, choosing the events with their degree of membership from the ordered 
groups, a ranking of CESs (walks) is formed according to their descending preference 
degrees beginning from maximal one. The assignment of preference degrees to CESs 
is based on the rule that is given as follows: 

a) The CES under consideration has the highest degree if it contains the events 
which belong to the “top” group(s) with utmost importance degrees, i.e., that is 
placed within the highest part of group ordering. 

b) The CES under consideration has the lowest degree if it contains the events 
which belong to the group(s) that are within the lowest part of the “bottom” 
group(s) with least importance degree i.e., that is placed within the lowest part of 
group ordering.  

Therefore, the preference degree of CES can be defined by taking into account 
both the importance of events (see 7) and the frequency of occurrence of   event(s) 
within them that is formulated as follows: 

        k si

n
PrefD(CES )= Imp(x ) ( ) f ( )q q

k=1 k kx xμ∑    1,.., 1,..., ,i c q r i q= = ∈N (8) 

where r is the number of CESs, Imp(xk) is importance degree of the kth event (see (7)), 

( )ksi
xμ  is membership  degree of the kth event belonging to the group iS , and fq(xk) 

is frequency of occurrence of event  kth  within CEq. 

Indirect Determination of the Preference: 

Step 1. Construction of a set of events { }X xij=  where 1, ...,i n= ; i ∈ N  is an 

event index, and 1, ...,j p= ; j ∈ N  is an attribute index. 

Step 2. Clustering the events using FCM algorithm (see Section 2.2). 
Step 3. Classification of the events into fuzzy qualified c groups (Section 2.2). 
Step 4. Determination of importance degrees of groups according to length ( ) of 

center vectors, 
Step 5.Determination of importance degrees of event in groups (see (7), this  

section)  
Step 6. An ordering of the CESs for prioritizing the test process. 

This order determines the preference degree (PrefD(CESq)) of CESs as test cases 
(see (8), in present section). 

Example for Qualifying and Quantifying the Attributes: To exemplify the ap-
proach for qualifying an event corresponding to a node in ESG, we introduce nine at-
tributes (p=9) that determine the dimension of a data point represented in a data set.  
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x1: The number of FEPs connected to the node under consideration (takes the number 
of all potential faulty events entailed by the event given into account).  

x2 :The number of nodes (events) which are directly and indirectly reachable from an 
event except entry and exit (indicates its “traffic” significance). 

x3 :The averaged frequencies of the usage of event (Avrf(x)) within the CESs (deter-
mines the averaged occurrence of each event within all CESs). This attribute is 
formulated as follows: 

            
r f ( )1 q

1,..., 1,...,k ( )q=1
Avrf(x ) =

xk q r k n
d l CESq

⎛ ⎞
⎜ ⎟ = ∈ = ∈∑⎜ ⎟
⎝ ⎠

N N  d ∈ N  (9) 

where fq(xk) is frequency of occurrence of event kth within CESq and )(l CESq  is 

length of qth CESq, d is determined that events belonging to number of CESs as 
d r≤ . 

x4 : The balancing degree determines balancing a node as the sum of all incoming 
edges (as plus (+)) and outgoing edges (as minus (-)) for a given node. 

x5 : The number of incoming and outgoing edges (invokes usage density of a node, 
i.e., an event). 

x6: The number of nodes (events) of a sub-node as sub-menus that can be reached 
from this node (maximum number of sub-functions that can be invoked further). 

x7 : The total number of occurrences of an event (a node) within all CESs, i.e., walks 
(significance of an event ). 

x8 : The maximum number of nodes to the entry [ (its maximum distance in terms of 
events to the entry). 

x9 : The number of sub-windows to reach an event from the entry [ (gives its distance 
to the beginning). 

The attributes x1 to x9 listed above are arbitrarily chosen examples. Any user (i.e., 
tester) can extend, or reduce the list, in accordance with his or her preferences. 

4   A Case Study 

Based on the web-based system ISELTA (Isik‘s System for Enterprise-Level Web-
Centric Tourist Applications), we now present a case study to validate the testing ap-
proach presented in the previous sections [15]. 

Both the construction of ESGs and generation of test cases from have been ex-
plained in the previous papers of the first author [5-7]. Therefore, the case study, 
which has not been published anywhere, concentrates on test prioritizing problem. 

ISELTA has been developed by our group in cooperation with a commercial enter-
prise to market various tourist services for traveling, recreation and vacation. It can be 
used by hotel owners, travel agents, etc., but also by end consumers. A screenshot in 
Figure 2 demonstrates the process of definition and reservation of rooms of different 
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Fig. 3. ESG of Room definition/reservation process in ISELTA 

types. The bottom part of the screenshot defines different types of rooms, e.g., double 
room, single room, etc. and their features, e.g., air condition, kitchenette, etc. The top 
portion (in this example: two lines at the top, the second of which is highlighted) dis-
plays the status and steps of the working process. As an example, the first line 
summarizes the situation that a double room has already been selected for two adults 
with no (0, zero) children. The high-lighted, second line represents the ongoing 
booking process: A single room for one person has just been selected. In any case, a 
minimum of one person is required to continue the process. 

ESG of the ISELTA Application and its Complement: Fig.3 depicts the ESG of 
the scenario described room definition/reservation process in ISELTA. The 
complement of this ESG is given in Fig.4. 

The identifiers of the nodes of the Fig.3 and Fig.4 are abbreviated by numbers; 
these numbers and their meanings are given in the following list.  

Legend of the Fig.3 and 4 (the inscriptions of the nodes, in order of their numbering) 
 
  1: Click on “Starting”  
  2: Click on “Registering”  
  3: Registering carried out 
  4: Click on “log in”  
  5: Logged in 
  6: Click on “Pass word forgotten” 
 

  7: Pass word forgotten 
  8: Click on “Request”  
  9: Indicate service(s) offered  
10: Indicate administrator 
11: Indicate agent  
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Fig. 4.  ESG  as the complement of ESG of Fig.3. 

Derivation of the Test Cases: Test cases can now be generated using the algorithms 
mentioned in Section 3 and described in [6, 7] in detail. For the lack of space, refer-
ence is made to these papers and the CESs generated are listed below: 

Table 1. List of CESs 

CES1 CES2 CES3 CES4 CES5 

[4  5  4  5  9  1  4  5  10  1  4 
5  11  1  4  5  9  2  3  4  5 
10  2  3  2  3  1  4  5  11  2 
3  4  6  4  6  7  8  1  2  3] 

[1  4  5  9] [2  3  4  6  7  8 
2  3  4  5  10] 

[4  5  11] [4  6  7  8] 

Determination of Attributes of Events: As a follow-on step, each event, i.e., the 
corresponding node in the ESG, is represented as a multidimensional data point using 
the values of all nine attributes as defined in the previous section. Estimating by 

means of the ESG and ESG , the values of attributes for all events are determined and 
the data set  is constructed as follows in Table 2. 
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Construction of the Groups of Events: For the data set gained from the case study 
(Fig.2,3), the optimal number c of the groups is determined to be 5 which leads to the 
groups Si, i=1,…,5. Importance degrees (ImpD(Si)) of obtained groups are determined 
by comparing the length of their center vectors ( ), and all ImpD(Si) values that are 
presented in Table 3. 

Table 2. Data set of events  

Event 
No & 

Attributes 
1 2 3 4 5 6 7 8 9 10 11 

x1 8 9 11 7 9 7 9 10 9 9 9 
x2 10 10 10 10 10 10 10 10 10 10 10 
x3 0,19 0,15 0,15 0,25 0,21 0,22 0,12 0,12 0,15 0,07 0,19 
x4 4 6 -3 3 -3 -1 0 -2 -2 -2 -2 
x5 8 8 5 7 5 3 2 4 4 4 4 
x6 0 0 6 0 0 0 0 0 30 0 0 
x7 6 7 7 14 10 4 3 3 3 3 3 
x8 39 40 41 35 29 36 37 38 17 22 30 
x9 1 1 2 1 2 2 3 4 3 3 3 

 

Table 3. Obtained groups of events 

Groups 

No 
Importance 

Degrees 
Events 

Membership
Degrees 

Length of 
Center 
Vectors 
(    ) 

S1 1 8 0,9948 3,4112 

S2 3 
3 
5 

0,3036 
0,9589    

1,896 

S3 4 
6 
7 

11 

0,4896 
0,5728       
0,6769 

1,4313 

S4 2 
1 
2 
4 

0,9414 
0,8781 
0,4056 

3,132 

S5 5 
9 

10 
0,7918 
0,8297 

0,8819 

Indirect Determination of the Preference Degrees: As mentioned in the previous 
section, the preference degree of the CESs is determined indirectly by (7) that de-
pends on the importance degree of the event (see (8)), membership degree of the kth 

event belonging to the group iS  and frequency of event(s) within CES. The ranking 

of the CESs (walks) is represented in Table 4. 
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Exercising the test cases (CESs, or walks) in this order ensure that the most impor-
tant tests will be carried out first. In the case when the test budget is exhausted before 
all tests are done, i.e., after the performance of the CES3, the tester can be sure that the 
tests performed up to that test CES3 are more significant than the remaining ones, i.e., 
CES4 and CES5, subject to the attributes x1 to x9. 

Table 4. Ranking of CESs (walks) 

Preference CESs 

Degree
PrefD(CESq) 

(8) 
No Walks 

1 11,1183 CES1 

[4   5   4   5   9   1   4   5   10   1   4   5   11  
1   4   5   9   2   3   4   5   10   2   3   2   3   1  
4   5   11   2   3  4   6   4   6   7   8   1   2   3] 

2 8,0061 CES3 [2   3   4   6   7   8   2   3   4   5   10] 
3 1,9504 CES5 [4   6   7   8] 
4 0,7894 CES2 [1   4   5   9]  
5 0,7251 CES4 [4   5   11] 

Moreover, the achieved ranking of CESs complies with the tester’s view. Thus, an 
ordering of the complete set of CESs (walks) is determined using the test suite gener-
ated by the test process, i.e., we now have a ranking of test cases to make the decision 
which test cases are to be primarily tested.  

Undesirable events can be handled in a similar way; therefore, we skip the con-
struction of ranking of the FCES. 

5   Conclusions and Future Work 

Graph-based testing algorithms are popular to generate software test suites to fulfill 
various criteria, e.g., concerning minimal total length of the test sequences required 
for a complete coverage to minimize test costs. In this paper, test capacity of these al-
gorithms is improved by prioritizing the test process. 

The model-based, coverage-and specification-oriented approach described in this 
paper provides a novel and effective algorithm for ordering the test cases according to 
their degree of preference. Such degrees are determined indirectly through the use of 
the events specified by several attributes, and not a single one. Furthermore, no prior 
knowledge about the tests carried out before is needed. Those are important issues 
and consequently, the approach introduced radically differs from the existing ones. 

The relevant attributes are visualized by means of graphical representation (here, 
given as a set of both ESGs, their complements (FESGs), and complemented ESGs 
(CESGs)). The events (nodes of ESG) are classified by using FCM clustering  
algorithm and applying defuzzification procedure. The approach is useful when an 
ordering of the tests due to restricted budget and time is required. Run-time com-
plexity of this approach is of o(n2), assuming that the number of events (n) greater 
than the number of attributes (p), otherwise it is o(p2).  
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The deployment of ESGs is not strictly necessary to apply our prioritizing ap-
proach. We used here this event-based modeling because we observed that event-
based thinking is often favored by testers in industrial practice: They wish to reach a 
desirable event, or exclude that an undesirable one occurs, or v.v. 

We plan to apply our prioritization approach to a more general class of testing 
problems, e.g., to multiple-metrics-based testing where a family of software measures 
is used to generate tests [17]. Generally speaking, the approach can be applied to pri-
oritize the testing process if the SUT is modeled by a graph the nodes of which repre-
sent events or sub-systems of various granularities (modules and functions, or objects, 
methods, classes, packages, etc.). 

Next work planned is to extend the approach to cases where n-tuple events cover-
age (with n=3, 4, …) is required instead of the pair-wise one (n=2) as studied in this 
paper. Additionally, the fuzzy-event-based prioritized testing will be considered as an 
alternative the ordinary-event-based one with the usage of fuzzy clustering and 
classification procedure presented in present paper and then will be compared their 
prioritizing performance. Finally, more applications and case studies are planned to 
also empirically validate and to extend the results achieved in this paper formally. 

References 

1. Binder, R.V.: Testing Object-Oriented Systems. Addison-Wesley, Reading (2000) 
2. Bryce, R.C., Colbourn, Ch.C.: Prioritized Interaction Testing for Pair-wise Coverage with 

Seeding and Constraints. Information and Software Technolog 48, 960–970 (2006) 
3. Elbaum, S., Malishevsky, A., Rothermel, G.: Test Case Prioritization: A Family of 

Empirical Studies. IEEE Transactions on Software Engineering 28(2), 182–191 (2002) 
4. Cohen, D.M., Dalal, S.R., Freedman, M.L., Patton, G.C.: The AETG System: An 

Approach to Testing Based on Combinatorial Design. IEEE Trans. Software 
Engineering 23(7), 437–444 (1997) 

5. Belli, F.: Finite-State Testing and analysis of Graphical User Interfaces. In: Proc. 12th 
Int’l. Symp. Softw. Reliability Eng (ISSRE’01), p. 43 (2001) 

6. Belli, F., Budnik, C.J., White, L.: Event-Based Modeling, Analysis and Testing of User 
Interactions - Approach and Case Study. J. Software Testing, Verification & 
Reliability 16(1), 3–32 (2006) 

7. Belli, F., Budnik, F.C.J.: Test Minimization for Human-Computer Interaction. J. Applied 
Intelligence 7(2) (2007) (to appear) 

8. Edmonds, J., Johnson, E.L.: Matching: Euler Tours and the Chinese Postman, Math. 
Programming, pp. 88-124 (1973) 

9. Bezdek, J.C.: Pattern Recognition with Fuzzy Objective Function Algorithms. Plenum 
Press, New York (1981) 

10. Dunn, J.C.: A Fuzzy Relative of the ISODATA Process and Its Use in Detecting Compact 
Well-Separated Clusters. Journal of Cybernetics 3, 32–57 (1973) 

11. Eminov, M.: Rule-Based Fuzzy Classification Using Query Processing. Int. J. 
Mathematical & Computational Applications  (2003) 

12. Eminov, M., Gokce, N.: Neural Network Clustering Using Competitive Learning 
Algorithm, Proc. TAINN 2005. In: Savacı, F.A. (ed.) TAINN 2005. LNCS (LNAI), 
vol. 3949, pp. 161–168. Springer, Heidelberg (2006) 



110 F. Belli, M. Eminov, and N. Gökçe 

13. Eminov, M.E.: Fuzzy c-Means Based Adaptive Neural Network Clustering. Proc. TAINN-
2003, Int. J. Computational Intelligence, 338-343 (2003) 

14. Kim, D.J., Park, Y.W., Park, D.J.: A Novel Validity Index for Clusters. IEICE Trans. Inf. 
& System, 282–285 (2001) 

15. Belli, F., Budnik, Ch.J., Linschulte, M., Schieferdecker, I.: Testing Web-Based Systems 
with Structured, Graphic Models - Comparison through a Case Study (in German). In: 
Proc. Annual German National Conf. for Informatics, GI-Jahrestagung, 2006 (to appear) 

16. Gerhart, S., Goodenough, J.B.: Toward a Theory of Test Data Selection. IEEE Trans. On 
Softw. Eng., 156–173 (1975) 

17. Neate, B., Warwick, I., Churcher, N.: CodeRank: A New Family of Software Metrics. In: 
Proc. Australian Software Engineering Conference - ASWEC 2006, pp. 369–377. IEEE 
Comp. Press, Los Alamitos (2006) 

18. Jeffrey, D., Gu, N.: Test Case Prioritization Using Relevant Slices. ICSE (2002) 
19. Kim, J.-M., Porter, A.: A History-Based Test Prioritization Technique for Regression 

Testing in Resource Constrained Environments, COMPSAC (2006) 
20. Bezdek, J.C., Keller, J., Krisnapuram, R., Pal, N.R.: Fuzzy Models and Algorithms for 

Pattern Recognition and Image Processing. Kluwer Academic Publishers, Dordrecht 
(1999) 

21. Hoppner, F., Klawonn, F., Kruse, R., Runkler, T.: Fuzzy Cluster Analysis, John Wiley, 
Chichester, New York (1999) 

22. Klawonn, F., Kruse, R.: Derivation of Fuzzy Classification Rules from Multidimensional 
Data. In: The International Institute for Advanced Studies in System Research and 
Cybernetics, Windsor, Ontario, pp. 90–94 (1995) 

23. Eminov, M.: Querying a Database by Fuzzification of Attribute Values, 5.National 
Econometrics and Statistics Symposium, Adana (19-22 September, 2001) 

 



A. Bondavalli, F. Brasileiro, and S. Rajsbaum (Eds.): LADC 2007, LNCS 4746, pp. 111–122, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Error Propagation Monitoring  
on Windows Mobile-Based Devices 

José Carlos Bregieiro Ribeiro1, Bruno Miguel Luís2, Mário Zenha-Rela2 

1 Polytechnic Institute of Leiria (IPL), Morro do Lena, Alto do Vieiro, 
Leiria, Portugal 

jose.ribeiro@estg.ipleiria.pt 
2 University of Coimbra (UC), CISUC, DEI, 3030-290, 

Coimbra, Portugal 
mzrela@dei.uc.pt 

Abstract. Mobile devices, such as Smartphones, are being used virtually by 
every modern individual. Such devices are expected to work continuously and 
flawlessly for years, despite having been designed without criticality 
requirements. However, the requirements of mobility, digital identification and 
authentication lead to an increasing dependence of societies on the correct 
behaviour of these 'proxies for the individual'. The Windows Mobile 5.0 release 
has delivered a new set of internal state monitoring services, centralized into the 
State and Notifications Broker. This API was designed to be used by context-
aware applications, providing a comprehensive monitoring of the internal state 
and resources of mobile devices. In this paper we propose using this service to 
increase the dependability of mobile applications by showing, through a series 
of fault-injection campaigns, that this novel API is very effective for error 
propagation profiling and monitoring. 

Keywords: Robustness Testing, Dependability Evaluation, State and 
Notifications Broker, Windows Mobile, COTS. 

1   Introduction 

The philosophy for mobile devices has been evolving towards the ‘wallet’ paradigm: 
they contain important personal information, and virtually every adult carries one. 
They are true “proxies for the individual” [1]. Additionally, people are getting used to 
take care of their business affairs on these pervasive devices, since they are becoming 
increasingly more sophisticated and are able to handle most basic tasks. But not all 
mobile devices were designed with enterprise class security in mind, and even 
components which were specifically designed for mission-critical applications may 
prove to have problems if used in a different context. Retrofitting trust in any 
technology is considerably harder than building it in from the start [1], especially 
when users have already perceived it as invasive, intrusive, or dangerous. 

Software behaviour is a combination of many factors: which particular data states 
are created, what paths are exercised, how long execution takes, what outputs are 
produced, and so forth [2]. An operating system is, itself, a dynamic entity [3], as 
different services have diverse robustness properties; the way in which software 
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makes use of those services will have impact on the robustness of their operations. 
What’s more, mobile devices – such as Pocket PCs and Smartphones – are expected 
to work continuously and flawlessly for years, with varying energy and in harsh 
environmental conditions; this requires stringent internal state and resource 
monitoring. One of the major problems in dependability evaluation is the difficulty of 
observing what happens inside the system that is submitted to stress. This problem is 
exacerbated when the source code of the system under evaluation is unavailable; alas, 
this is the most common situation. 

The Windows Mobile 5.0 release has delivered a new API with a set of services 
targeting context-aware applications, the State and Notifications Broker (SNB) [4], 
which aims to provide comprehensive monitoring of resources. This service, while 
not providing true white-box testing tools, makes the system transparent enough to 
allow for a semantically-oriented monitoring of relevant state-variables. 

One of the key ideas presented in this paper is to use the internal monitoring 
services provided by the State and Notifications Broker for error propagation profiling 
and monitoring. Although most of the information provided by the State and 
Notifications Broker could be obtained by other means, this tool enables the 
monitoring of a standard set of relevant system variables defined by the API itself, in 
a straightforward manner. We also aim to contribute to the issue of interpreting the 
raw data produced into useful information, into insight. It is clear that automated 
testing of black-box components requires (or, at least, can be greatly improved by) 
built-in system support. 

2   Background 

Computer dependability can be defined as the trustworthiness of a computing system, 
which allows reliance to be justifiably placed on the service it delivers [5]. The 
applications envisaged by our approach, however, are not mission-critical – actually, 
this is not the target of the Windows Mobile platform. This work’s focus is 
trustworthiness – i.e. reliable and secure behaviour of standard personal applications – 
such as those used by mobile devices for e-commerce or personal identification. In 
fact, the key dependability attribute we are interested in is the robustness of software, 
formally defined as the degree to which a software component functions correctly in 
the presence of exceptional inputs or stressful environmental conditions [6]. The 
robustness of software is tested by exercising it with a tailored workload. Black-box 
or behavioural testing [7] is the preferred approach whenever the source code is not 
available – as is the case of a proprietary operating system. There are several research 
works on the evaluation of the robustness of operating systems [8-13]. Drivers were 
identified as a major source of OS failures, and its effects were studied in [2, 14, 15]. 

The works based on the Ballista methodology [16-18] interested us particularly, 
due to the possibility of automating the testing of component interfaces. Its main 
contribution was the proposal of an object-oriented approach based on parameter data 
types instead of component functionality, thus eliminating the need for function-
specific test scaffolding. Since we are emulating software errors, we focus on data 
level errors flowing through the different module interfaces and on the evaluation of 
the impact of these errors on the overall system dependability. This is also the 
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approach followed in [2, 19-21]; however, in [20] the study of the impact of data 
errors is focused on the consequences of error propagation in control applications. 
The experiments presented in this paper closely follow the line of the work presented 
in [2] by extending the observability; while in their work the error propagation 
analysis is limited by the observation at the interface between components, we delve 
deeper into the system internals, as this was made feasible by the State and 
Notifications Broker of the Windows Mobile 5.0 platform. Johansson and Suri's work 
has the added interest in that they present a case study based on Windows CE.net, the 
platform from which Windows Mobile (our testbed) derives. 

Thus, the main focus of this paper is on presenting, employing, and discussing the 
usefulness of this service to increase the dependability of mobile applications by 
showing, through a series of fault-injection campaigns, that this novel API is very 
effective for error propagation profiling and monitoring. The rationale behind this 
study falls into the 'callee interface fault injection' as defined in [22]. 

3   State and Notifications Broker Overview 

The recent Windows Mobile 5.0 operating system has centralised its state information 
into a single entity, the State and Notifications Broker1 – whether that information is 
related to the device itself or to the standard Windows Mobile 5.0 applications. It 
provides a standard architecture for monitoring state values for changes and for 
distributing change notifications to the interested parties using a publish-subscribe 
model, thus making it unnecessary to hunt down a separate function or API for each 
individual state value. Also, prior to the introduction of the State and Notifications 
Broker API, determining a specific state value often required several function calls 
and additional logic. 

Each state value is available either through native or managed code: native code 
provides direct access to the behaviours and capabilities of the platform using the C or 
C++ language, but the developer is responsible for handling the details involved in 
interacting with the platform; managed code puts a greater focus on development 
productivity by encapsulating details within class libraries. For the managed code 
developers, the .NET Compact framework includes more than a hundred pre-defined 
static base State and Notification Properties2 that represent the available state values; 
in addition, original equipment manufacturers (OEMs) are free to add more values, as 
the underlying implementation of the State and Notifications Broker uses the registry 
as the data store. The base State and Notification Properties encompass information 
on the system state, phone, user, tasks and appointments, connections, messages, 
media player and time. To access the present value of a given property, managed-code 
developers simply access the SystemState property that corresponds to the state 
value of their interests: to receive state value change notifications, an application must 
simply create an instance of the SystemState class and pass the appropriate 
SystemProperty enumeration that identifies the value of interest, and attach a 
delegate to the new SystemState instance's Changed event. 

                                                           
1 http://msdn2.microsoft.com/en-us/library/aa455748.aspx [cited: 2007/03/03]. 
2 http://msdn2.microsoft.com/en-us/library/aa455750.aspx [cited: 2007/04/03]. 
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Still, some problems persist. Firstly, there is no standard way for third-party 
software companies to expose their own properties in the State and Notifications 
Broker. Secondly, not all the device’s properties are exposed, although registry-based 
custom-made states can be implemented to extend the default functionality. Thirdly, 
even though C# managed code is easier to use, it includes reduced functionality when 
compared to native C++ code. 

4   Framework Description 

In order to access the usefulness of the State and Notifications Broker for error 
propagation monitoring and profiling, we’ve developed a prototype general-purpose 
software testing tool – mCrash – that allowed us to automate the testing process. This 
section describes this framework and contextualizes the use of the State and 
Notifications Broker API. 

Presently, mCrash allows automatic testing of classes, methods, parameters and 
objects in the .NET framework. In order to achieve this, several .NET framework 
APIs were employed, such as the System.Reflection and System.CodeDom 
namespaces, and the Microsoft Excel Object Library. This tool is meant to 
dynamically generate a test script, compile it into a .NET assembly, and invoke the 
test process. Many ideas of this approach were inspired by previous work of others 
and ourselves. This tool was first presented in [23], and its design closely follows the 
guidelines proposed by [3, 24].  

Four fundamental modules embody our tool: the Faultload Database; the Input 
Generation and Fault Injection Module; the Postcondition Checker; and the Execution 
Manager. These modules are schematically represented in Figure 1, and will be 
discussed in further detail in the following subsections. 

4.1   Faultload Database 

The process of building the Faultload Database precedes the actual testing phase, as a 
set of test cases must be created for each unique public constructor, method and 
property of each class made available by the Module Under Test (MUT). The first 
step is to catalogue all the MUTs information – including input and output 
parameters, their data types and error codes. Most of these tasks are achieved 
automatically by means of the Reflection API; alas, some of the information (e.g. the 
expected return values) must be manually defined by the software tester.  

The following step involves performing a domain analysis for each individual data 
type in order to establish the faultload. Test cases encompass valid, boundary and 
invalid conditions for the different data types; this allows the coverage of a vast array 
of erroneous inputs, and also enables the tester to obtain a reference execution (i.e. the 
gold run). 

Finally, all this information is inserted in an Excel spreadsheet – using Excel API 
Programming in the case of the automated tasks, and manually in the case of the 
values that must be defined by the software tester. This spreadsheet holds an ordered 
list of the API calls that will be used to test the MUT. 
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Fig. 1. Framework scheme 

4.2   Input Generation and Fault Injection Module 

The Input Generation component dynamically generates test cases for a given set of 
constructors, methods and properties; the Fault Injection component automatically 
executes the test cases, and collects the information returned by a particular  
function call.  

The test cases’ source code is generated using the CodeDom API, and is based on 
the parameters defined in the Excel spreadsheet during the Faultload Database 
building process. Additionally, the necessary code for logging any events detected by 
State and Notifications Broker is included in the test cases’ source code. Any changes 
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to a monitored property are logged to a text file. If any parameters were left blank 
during the Faultload Database definition, the user is given the option of either 
allowing the application to insert random values and “dummy” objects, or entering a 
“manual stub” himself. The ability to use late binding, provided by the Reflection 
API, is employed to dynamically invoke the test cases; using this technique enables 
the mCrash tool to resolve the existence and name of a given type and its members at 
runtime (rather than compile time). 

In short, a reference execution is run first; then, all the boundary and invalid test 
cases defined for a given function are executed. The Postcondition Checker is in 
charge of comparing these executions and presenting reports to the user. This 
methodology automates the test case generation process, hence avoiding the need to 
write source code, and it even allows for a considerable amount of system state to  
be set. 

4.3   Postcondition Checker 

The Postcondition Checker monitors the environment for unacceptable events. 
Assertions are put in two main places: at the system level and at the output. All of 
these values are recorded in a Microsoft Excel spreadsheet. 

At the system level, global environmental events are tracked using the State and 
Notifications Broker. Two distinct categories of values are logged: those incoming 
from the notifications received, and those of the properties being monitored – the 
Base State and Notification Properties. The latter are logged before and after the fault 
injection process takes place. At the output level, the tool validates return values (by 
comparing them with the expected returns defined during the Faultload Database 
definition) and checks if exceptions were thrown – and where they were thrown. 

Finally, the results yielded by the boundary and invalid test values are 
automatically compared with the gold run, and any discrepancies will be inserted in 
the results spreadsheet. 

4.4   Execution Manager 

The Execution Manager provides the visual interface between the user and the 
software testing tool. It allows for the definition of the parameters used during a given 
software testing campaign, such as the location of the .NET IDE and of the MUT. It is 
also responsible for dealing with the complexity of creating the three other modules, 
and for feeding each one of them with the necessary incoming data.  

Until now, this tool was only tested using Microsoft Visual Studio 2005 as the 
IDE. During the fault injection process, the IDE is automatically started and the code 
produced by the Fault Injection component is executed. 

At the end of the software testing campaign, the results spreadsheet, containing all 
the results gathered by the Postcondition Checker, is presented to the user. 

5   Experimental Observations 

In the experiment described in this paper, we employed the mCrash tool to conduct a 
software testing campaign with the purpose of accessing Windows Mobile 5.0’s 
trustworthiness properties and uncovering faults. 
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5.1   Targets and Methodology 

The targets of this experiment were the public properties made available by the 
Microsoft Windows Mobile 5 Microsoft.WindowsMobile.PocketOutlook 
namespace. We chose to target the PocketOutlook namespace in this study because 
it is a productivity package used, essentially, by programmers that develop mobile 
and context-aware applications, and also because its complexity is adequate for 
research and demonstration purposes. The rationale for focusing our study on the 
public properties is related with the extended insight that the State and Notifications 
Broker allows. 

We started by using mCrash to extract the list of public properties available in all 
the classes made available by the PocketOutlook namespace. During the Faultload 
Database building process, 9 distinct classes, including 96 distinct public properties, 
were identified and catalogued. These 96 distinct public properties encompassed 13 
different data types, including primitive data types (bool, int, string), 
enumerations (WeekOfMonth, TimeSpan, Sensitivity, RecurrenceType, 
Month, Importance, DaysOfWeek, DateTime, BusyStatus) and objects (Uri).  

The methodology fallowed was that of performing fault-injection by changing the 
target public properties’ values. Valid, boundary and invalid test values were defined 
for each of the data types, except for bool properties, to which only true or false 
values can be assigned. Manual stubbing was employed to instantiate an object and to 
set the minimum amount of state needed for each individual test case. In the majority 
of the cases, creating a “dummy” object sufficed but, in some situations, additional 
complexity was required; these special situations were individually addressed in order 
to create the state needed. 

Preliminary experiments showed that some errors were only uncovered by the 
operating system when the object carrying the faulty property was used as an input 
parameter in a method call. In order to pinpoint such situations, we tested all of the 
abovementioned objects as input parameters in a method belonging to the same class. 

Finally, we analysed the results collected by mCrash in order to draw conclusions. 
The logs generated by the Postcondition Checker were automatically compared to the 
previously recorded gold run; all the exceptions thrown (and the phase of the testing 
process in which they were thrown) were annotated; the values the properties 
assumed (in the cases in which no exception was thrown) after the fault injection 
process were compared to those that were expected. The results of this comparison 
were thoroughly analysed, and will be discussed in the following subsection. 

5.2   Results and Observations 

As a result of our experiments, we were able to categorize the exceptions thrown 
during the fault injection procedure in two types, according to their latency:  

• if the exception is thrown during the process of assigning an erroneous value to a 
property (i.e. if the assertion is located in the property’s setter method) the 
exception is considered to be immediate; 

• if the exception is thrown by the method that receives the object containing the 
faulty property as an input parameter (i.e. the assertion is located in the method 
called) the exception is considered to be late. 
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Table 1. Data Types and corresponding Test Cases that threw late exceptions. Late Exception 
Types and corresponding number of occurrences. 

Late Exceptions 

Data Types Test Cases 

string  string with 4096 characters; 
"\\\u0066\n"; string.Empty; null 

DateTime DateTime.MaxValue 

EmailMessage.Importance (Importance)1000; (Importance)(-1); 
Importance.Low;  Importance.High 

EmailMessage.Sensitivity (Sensitivity)int.MaxValue; 
(Sensitivity)(-1); 
Sensitivity.Confidential; 0 

 
Exception types Ocurrences 

System.ComponentModel.Win32Exception 60 

System.InvalidCastException 17 
 

Late exceptions are more problematic, due to the high probability of error 
propagation. In fact, objects containing “faulty” properties could linger in the system 
indefinitely, until they are used as an input parameter and the exception is triggered. 
Late exception statistics are depicted in Table 1. 

The vast majority of the test values that threw late exceptions were of the string 
data type; the property can be assigned an invalid value, but when the object is used 
as an input in a method an assertion existed to make sure that the string could not 
exceed the maximum length. Actually, the maximum length of these strings is defined 
in the documentation, but nothing is mentioned on when the check is made. What’s 
more, this limit is documented in the property’s entry; hence the programmer has no 
reason to assume that the check won’t be done immediately. The DateTime data type 
is also problematic in terms of latency; the DateTime.MaxValue test value (which 
we considered to be a boundary value) often generated a late exception. Such was also 
the case of some of the enumeration types associated to the EmailMessage class.  

Immediate exceptions included null, range and format exceptions. Table 2 resumes 
the data for these categories of exceptions. The analysis of the exceptions’ data 
doesn’t allow us to typify the data types according to category of exception generated 
– there is no coherent behaviour or pattern that allows us to conclude that a particular 
data type or a particular test case always have the same exception latency. Similar 
invalid test values generate both immediate and late exceptions, which can only be 
explained by the API’s internal structure (of which no source code is available). 

It is at this point that the extended insight provided by the State and Notifications 
Broker can prove to be invaluable; this API can be used to monitor properties 
continuously. The software tester will thus be able to assert properties’ values all the 
way through – and early on – the software testing process. 
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Table 2. Data Types and corresponding Test Cases that threw immediate exceptions. 
Immediate Exception Types and corresponding number of occurrences. 

Immediate Exceptions 

Data Types Test Cases 

string String with 4096 characters 

DateTime DateTime.MaxValue; 
DateTime.MinValue;  
new DateTime(int.MaxValue, 
int.MaxValue, int.MaxValue);  
new DateTime(int.MinValue, 
int.MinValue, int.MinValue) 

TimeSpan TimeSpan.MaxValue;  
new TimeSpan(int.MaxValue, 
int.MaxValue, int.MaxValue) 

Uri new Uri(null); new Uri("dei.uc.pt") 

EmailMessage.Importance (Importance)1000; (Importance)(-1) 

EmailMessage.Sensitivity (Sensitivity)int.MaxValue; 
(Sensitivity)(-1) 

Appointment.BusyStatus (BusyStatus)(-1) 
 

Exception types Ocurrences 

System.ArgumentOutOfRangeException 23 

System.ComponentModel.Win32Exception 16 

System.UriFormatException 1 

System.NullReferenceException 1 

System.ArgumentNullException 1 

 
With this in mind, we devoted special attention to the time frame between the 

contamination of the property with an erroneous value and the usage of the “faulty” 
object as an input parameter in a method (error latency). The measurements made to 
the Appointment class were especially interesting, since the State and Notifications 
Broker monitors an extensive set of properties regarding Task and Appointment 
information. For instance, we observed that when the Appointment.Start property 
was set to a value below the allowed range, an immediate “Argument Out Of Range” 
exception was thrown; nevertheless the Postcondition Checker received a notification 
of the property being set to its lower bound – i.e. some of the properties values are 
changed even though an exception is thrown. What’s more, in a similar situation – 
when the Appointment.Start property was set to a value above its upper bound – 
an immediate exception of the type System.ComponentModel.Win32Exception 
was thrown, and the property kept its previous value. This irregular behaviour 
requires distinct handling of similar situations.   
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Other anomalous behaviour observed using the State and Notifications Broker 
included receiving notifications of changes to properties other than those directly 
disturbed. The following observations are typical of this situation: 

• when the Appointment.Start property was set to an invalid value, the 
Appointment.End property was set to its default value; 

• when the Appointment.End property was set to an invalid value the 
Appointment.Start property was set to its default value. 

Although this behaviour is not completely unreasonable – the Start and End 
properties of the Appointment class are obviously related – it does constitute a 
means for error propagation. It also provides a clear sign that to increase the 
effectiveness of the postcondition checking the system must me monitored as a whole.  
In some circumstances, we were also able to detect the contamination of objects 
before the errors were detected by the runtime environment. For instance, in the 
Appointment.Subject property, the “String with 4096 characters” boundary test 
case (the documentation explicitly refers that an appointment’s subject is limited to 
4096 characters) generated a late exception when the object was used as an argument 
in a method call. Nevertheless, by means of the State and Notification Broker, it was 
possible to observe that this property assumed a null value immediately after the 
erroneous value was assigned to the property; it issued a notification for the change of 
the base State and Notification Property CalendarAppointmentSubject, and the 
logs also showed that the property was reset to null – its default value. 

It must be stressed that this anomalous behaviour was unveiled by the State and 
Notifications Broker – it published a notification of the property change – before the 
runtime environment threw an exception. 

6   Conclusions and Future Work 

This paper proposes using a custom-tailored framework for accessing Windows 
Mobile 5.0’s trustworthiness properties. For this, we employed the State and 
Notifications Broker API for error monitoring and propagation profiling, and 
presented an experimental study illustrating the feasibility of the approach. 

The State and Notifications Broker centralizes system state information in 
documented locations, and distributes change notifications to interested parties using 
a publish-subscribe model. It provides built-in monitoring services to internal system 
variables, which constitutes a means for keeping an eye on undesirable state value 
modifications.  

The experimental observations show that system built-in assertions are sparsely 
distributed and less than thoroughly documented, and that errors can remain dormant 
in the system until they are detected and dealt with e.g. by throwing an exception. 
This behaviour renders the State and Notifications Broker particularly useful for 
detecting erroneous internal states. Interesting observations include: 

• receiving notifications of changes to properties other than those disturbed; 
• receiving notification of a property being changed, even though an exception was 

immediately thrown after an invalid value was assigned to it; 
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• receiving notification of invalid values being assigned to a property; an exception 
was only triggered when the faulty property’s instance was used as an argument 
in a method call.  

Even thought this API is not enough to prevent the contamination of internal objects 
with erroneous values, we believe it represents an opportunity for enhancing 
dependability in large-scale, not limited to mission-critical applications. 

Our work so far was limited to the base State and Notification Properties defined 
by default; nevertheless, these are clearly insufficient to cover the system as a whole. 
Future work includes extending the set of properties exposed, with the purpose of 
broadening the range of relevant system variables being monitored by our tool.  

Along this work, we realized that the current fault-injection paradigm is still much 
too centred on the stimulus-response functional model. However, a growing number 
of real-world mission-critical applications are now based on the object-oriented 
model; nonetheless, tools for dependability evaluation are seldom used in this context. 
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Abstract. Given the frequent topology changes in Mobile Ad Hoc Networks
(MANET), the choice of appropriate broadcasting techniques is crucial to ensure
reliable delivery of messages. The spreading of broadcast messages has a strong
similarity with the spreading of infectious diseases. Applying epidemiological
models to broadcasting allows an easy evaluation of such strategies depending
on the MANET characteristics, e.g. the node density. In this paper, we develop
an epidemic model for gossiping, which is a flooding-based probabilistic broad-
casting technique. We analytically investigate the impact of node density and for-
warding probability on the quality of gossiping. The result of our investigation is
to enable mobile nodes for dynamically adapting their forwarding probability de-
pending on the local node density. Simulation results in ns-2 show the reliability,
efficiency and scalability of adaptive gossiping.

Keywords: MANET, Broadcasting, Gossiping, Reliability, Epidemic Models,
Analytical Modeling.

1 Introduction

Mobile Ad Hoc Networks (MANETs) are composed by mobile devices equipped with
short range radios. Communication is possible between devices within each other’s ra-
dio range. The mobility leads to frequent network topology changes, which complicates
classical networking tasks such as broadcasting.

Network-wide broadcasting aims at distributing messages from the source node to all
other nodes in the network. It is a major communication primitive required by many ap-
plications and protocols in MANETs. Broadcast protocols present a fundamental build-
ing block to realize principal middleware functionalities such as replication [1] and
group communication [2]. Furthermore, broadcasting is frequently used to distribute
information and discover or advertise resources.

Flooding is a common approach to realize broadcasting in MANETs because of its
topology independency. In flooding-based approaches nodes forward a received mes-
sage to all their neighbors. Subsequently, all nodes within the network should receive
the message. Even though flooding might expose some unnecessary message overhead
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it should provide a robust basic strategy for broadcasting in networks with an unknown
or changing topology. However, the characteristics of MANETs prohibit that a flooding
process reaches every node. If the node density, i.e. the number of nodes operating in
a given area, is too high the radio transmission will block out messages if too many
nodes are rebroadcasting the received messages as it is in blind flooding. This problem
is referred to as broadcast storms [3]. Here flooding shows a worse performance than
selecting a smaller number of nodes to forward the message.

Node spatial distribution is therefore a key issue for the performance of broadcast
protocols, since it determines the connectivity of the MANET. The investigation of
potential MANET application scenarios shows a wide range of possible node spatial
distributions and node mobilities. Therefore, a MANET generally shows a continu-
ously changing network connectivity over space and time. Consequently, an adaptive
solution for broadcasting that accounts for the heterogeneous and evolving node spatial
distribution and mobility is a major contribution.

Most of the research conducted on broadcasting in MANETs has primarily focused
only on carefully selected application and evaluation scenarios. Consequently, the de-
veloped broadcasting schemes do not yield good performance for other scenarios. Dif-
ferent comparative studies [4, 5] show that the existing broadcasting techniques are
tailored to only one class of MANETs with respect to node density and node mobility,
and are unfortunately not likely to operate well in other classes.

Our main objective is to provide an adaptive broadcast algorithm for a wide range of
MANET operation conditions. The main contribution of this paper is reliable gossip-
ing, a frugal and adaptive broadcasting technique. Reliable gossiping provides a simple
mechanism for tuning the forwarding probability of gossiping depending on the local
density of a node, reflected by the number of its neighbors. Reliability is a key de-
scriptor of correctly delivered broadcast messages. Using intensive simulations in ns-2
we show that reliable gossiping can be deployed in a wide spectrum of MANETs with
respect to node density, node mobility and communication range.

The remainder of this paper is organized as follows. In Section 2, we define the
system model and the fault model, and outline the requirements on broadcasting in
MANETs. Section 3 discusses the related work. Then, we detail the paper’s objectives
in Section 4. Section 5 shows how to adopt a simple mathematical compartmental model
from epidemiology to analytically investigate gossiping. Using this model we show how
to adapt the forwarding probability of gossiping to the local node density. In Section 6,
we evaluate adaptive gossiping and compare it to related work. We conclude the paper
in Section 7.

2 Preliminaries

2.1 System Model and Fault Model

In this work, we consider a MANET that is formed by N autonomous mobile nodes
of similar communication capabilities (communication range R and bandwidth r). We
assume that nodes may have no knowledge about their position or speed. The MANET
may show a very heterogeneous spatial distribution of nodes, from locally very sparse to
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very dense, and very heterogeneous node mobility patterns, from low mobile to highly
mobile. We assume that nodes acquire neighborhood information by means of HELLO
beaconing.

The broadcast messages are uniquely identified, e.g. through the Media Access Con-
trol (MAC) address of the source and a locally unique sequence number. Nodes are
required to store the list of IDs of messages received or originated, in a so-called broad-
cast table. Thus nodes are able to decide, whether a received copy of a given message
is the first one.

In our fault model, we consider the following communication failures: Collision,
contention, frequent link breakage and network partitioning. We define network parti-
tioning as the split of the network into two (or more) disjointed groups of nodes that
can not communicate with each other. Tolerating these failures is a key issue to ensure
the reliability of broadcasting.

2.2 Requirements

As node density heavily influences the performance of broadcasting, and MANETs may
show a wide range of node densities, the first requirement on a broadcasting technique
for MANETs is to adapt to the node density, in order to reduce broadcast storms. Global
state in MANETs is hard to obtain and spatial distribution of nodes may change contin-
uously, therefore, the second requirement on such a strategy is that nodes independently
adapt to local MANET characteristics.

Furthermore, we identify two basic requirements of the applications on a broadcast-
ing protocol, i.e. delivery reliability and delivery timeliness. In this work, we consider
delay-critical applications. These applications require to efficiently reach all nodes be-
longing to the network partition, where the source node is located, while minimizing
the message delay.

3 Related Work

The design of broadcasting is a fundamental problem in MANETs and several broad-
cast strategies have been proposed in the literature. In [4, 5], the authors provide two
comparative studies for the existing broadcasting techniques. [4] classifies broadcasting
schemes into heuristic-based and topology-based. [5] subclassifies heuristic-based class
into probability-based and area-based. We categorize all these protocols into adaptive
and non-adaptive protocols.

Non-adaptive heuristic-based protocols use heuristics with predefined fixed param-
eters to reduce broadcast storms. They do not adapt to the time-varying MANET situ-
ations that show quite different levels of broadcast storms. Examples of non-adaptive
probability-based schemes are gossiping [6,3] and counter-based [3]. Examples of non-
adaptive area-based schemes are location-based [3] and distance-based schemes [3].
Non-adaptive topology-based protocols (e.g. Multipoint Relaying Broadcasting [7],
Connected Dominating Set Based [8], Minimum Forwarding Set Based [9], and De-
terministic Broadcast [10]) require an accurate topology information which is hard to
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acquire in highly mobile environments and due to collisions. That is why the perfor-
mance of these protocols drops for highly mobile scenarios [5] or highly congested
ones.

The common drawback of all these non-adaptive broadcasting techniques is that they
are optimized for specific scenarios and do not support a broader range of MANET
situations [5]. In order to suit non-adaptive broadcast schemes to a broader range of
operation conditions, some of them are adapted to local MANET characteristics.

In [11] the authors proposed two adaptive heuristic-based schemes, called adaptive
counter-based (ACB) and adaptive location-based (ALB), and one adaptive topology-
based scheme, called neighbor-coverage scheme (NC). Using a simulation-based ap-
proach the authors derived the best appropriate counter-threshold and coverage-threshold
as a function of the number of neighbors for ACB and ALB respectively. The authors
adapted the NC scheme by adjusting dynamically the HELLO interval to node mobility
reflected by neighborhood variation, so that the needed 2-hop topology information gets
more accurate. Despite this optimization, the NC scheme still has the main drawback
that neighborhood information may be inaccurate in congested networks. The authors
showed that these adaptive schemes outperform the non-adaptive schemes and recom-
mend ACB if location information is unavailable and simplicity is required. We will
compare our strategy to ACB in Section 6.5. [12] introduced the density-aware stochas-
tic flooding (STOCH-FLOOD). Nodes forward messages with the following probability:
p = min{1,11/n}, where n is the number of neighbors. In [13], the authors proposed a
similar scheme to STOCH-FLOOD. However, they use the counter of the message’s
copies received as an estimation for node density, which is obviously less accurate than
the number of neighbors. Therefore, we compare our strategy to STOCH-FLOOD.

4 Objectives

With respect to broadcasting, protocol designers are interested in understanding the
nature of the spreading depending on the protocol parameters and on the MANET prop-
erties. The quality of broadcasting can be expressed in the spreading progress, both in
time and in space. In this work, we focus on the spreading progress in time. We define
for a given message the spreading ratio at time t as the ratio of the number of nodes
that received the message up to time t to the total number of nodes N. We denote the
spreading ratio at time t by i(t), with 0 ≤ i(t) ≤ 1. The most relevant factors which
affect the characteristics of message spreading are the parameters of the broadcast pro-
tocol and the network connectivity over space and time. The network connectivity over
space and time is mainly determined by the node spatial distribution, node mobility,
communication parameters (e.g., transmission range and rate), and number of nodes N.

To obtain the spreading ratio i over time t for a given broadcast protocol and a given
MANET configuration, simulations can be used. Analytical models however provide
the spreading ratio as a mathematical expression, e.g. spreading ratio = i(t), which
represents an elegant method to describe the spreading ratio over time. Our approach
for analytically modeling broadcast protocols in MANETs consists in adjusting existing
mathematical models from the epidemiology to MANET broadcasting.
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Existing mathematical models that describe the spreading of epidemics can be as
useful for network designers as they are for medical researchers. Medical researchers
use epidemic models both to describe the spread of disease within a population and to
take preventive or treatment measures. We use epidemic models both to describe and to
adapt broadcasting in MANETs.

5 Modeling and Adaptation of Gossiping

In this section, we demonstrate the utility of epidemic models to adapt broadcast proto-
cols in MANETs. For this we first detail the gossiping protocol and model it with the SI
epidemic model. Then, we adapt its core parameter, the forwarding probability, to the
local node density using the model.

5.1 The Gossiping Protocol

Gossiping in MANETs is simply defined as probabilistic flooding. On receiving the
first copy of a given message, a node forwards the message with a fixed probability
p to all nodes in its communication range using the broadcast primitive of the MAC
layer. In order to reduce the collision probability, nodes delay forwarding for a random
time between 0 and fDelay. The pseudo-code for gossiping is given by Algorithm 1. We
denote by random(x), a function that returns a random float value ∈ [0,x].

Algorithm 1. Gossiping (p)
1: Var: p, fDelay
2: List: broadcast table
3: # On receiving a DATA message M
4: if M.ID /∈ broadcast table then
5: # M is received for the first time
6: deliver M to the application
7: add {M.ID} to broadcast table
8: if random(1.0) ≤ p then
9: wait (random(fDelay))

10: broadcast M to all neighbors
11: end if
12: else
13: discard M
14: end if

According to this protocol, on average, only p ∗ N nodes forward the message. Thus
the number of saved forwards is (1− p)∗N. To maximize the number of saved forwards,
we have to reduce the probability p. But how much can we reduce it? [6] and [14] inves-
tigated gossiping, where every node forwards a message based on a fixed probability p.
In [6], the authors showed that gossiping exhibits a bimodal behavior. There is a thresh-
old value p0 such that, in sufficiently large random networks, the gossiping quickly dies
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out if p < p0 and the gossiping message spreads to the entire network if p > p0. Thus,
ideally we would set p close to p0 (slightly higher), and therefore save approximately
a ratio of (1 − p0) forwards compared to blind flooding. [14] investigated the phase
transition of gossiping in more details.

The authors in [6] identified an optimum value of p0 = 0.65 for their test scenarios.
Intuitively, an optimal probability for one node density may be suboptimal for other
densities, so this value is not likely to be globally optimal. Furthermore, since the node
density varies over time and space, we have to adjust the probability p to the local
density.

Deviating from [12] [13], we do not rely on pure simulations but we use an epidemic
model to determine the appropriate forwarding probability of gossiping depending on
the local node density.

5.2 Epidemic Model for Gossiping

In a previous work [15] we adopted the simple epidemic SI-model to the SPIN-based
broadcast protocol. In this section, we briefly summarize the main results of [15] and
adopt the SI-model to the gossiping protocol.

In the SI-model, a node follows a two-state compartmental model: It either carries
the message or not, and once “infected” by the message, a node remains infectious.
The message delay of gossiping is usually in the range of milliseconds or rarely a few
seconds, depending on the current network parameters and load. During this small time
interval we can assume that “infected” nodes remain infectious. Consequently, we can
model gossiping using the SI-model.

Let S(t) denote the number of susceptible nodes, and I(t) the number of infected
nodes at time t. The two-state mathematical SI-model is shown in Fig. 1. Each letter in
a rectangle refers to a compartment in which a node can reside.

S I

Fig. 1. Compartment diagram for the SI-model

Hereby, α is the broadcast force in the MANET. This parameter indicates the strength
of the broadcasting process and has the dimension 1/time. To develop the solution, we
need to write the mass balance equations for each compartment:

{
dS(t)

dt = −α∗ S(t)
dI(t)

dt = α∗ S(t)
(1)

The value of α is not constant, but depends on the number of susceptible and infec-
tious nodes and the probability of transmitting the message upon encounter. We say that
two nodes encounter each other if they are in each other’s communication range. We
define the encounter rate e as the average number of encounters per node and per unit of
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time. Therefore, each susceptible node makes e encounters per unit of time. Thus in to-
tal, all the susceptible nodes make e∗S(t) encounters per unit of time. Since we assume
that nodes move autonomously, the encounters are at random with members of the total
population (N = S(t)+ I(t)). Then, only the fraction I(t)/N of the encounters are with
infectious individuals. Let β be the probability of message transmission in an encounter
between an infectious node and a susceptible node. Then the rate of susceptible nodes
that become infectious is β(e ∗ S(t)) I(t)

N . Thus the broadcast force is α = β∗e
N I(t). We

substitute

a =
β ∗ e

N
(2)

and call a the infection rate. As discussed in [15] with details, the solution of the system
of differential equations (1) results in that the spreading ratio is:

i(t) =
I(t)
N

=
1

1 +(N − 1)∗ exp(−a ∗ N ∗ t)
(3)

Eq. (2) shows that the infection rate a depends on the total number of nodes N, the
encounter rate e, and the probability β of message transmission, given an adequate en-
counter. We note here that the encounter rate e depends on the node spatial distribution,
node mobility and communication properties. β captures the impact of the communi-
cation properties and broadcast protocol parameters on the message propagation. This
shows that our modeling approach is hierarchical which allows us to proceed modu-
larly to further develop the analytical model by providing an analytical expression for
a depending on the MANET properties and the broadcast protocol parameters. The
calculation of a can be reduced to the determination of e from the mobility and com-
munication models, and the determination of β from the broadcast algorithm and the
communication model.

In [16], we investigated encounters between nodes in more details. We defined a
set of mobility metrics based on node encounters and presented a detailed statistical
and analytical analysis of these metrics for the widely used random waypoint mobil-
ity model [17] as example. In [16], we provided an analytical expression of the en-
counter rate (e) for the random waypoint mobility model assuming that nodes can
communicate if their geographical distance is lower than the communication range:
e = R ∗ (vmax − vmin)∗ d, where R, vmax, vmin and d are the communication range in m,
the maximum node speed in m/s, the minimum node speed in m/s and the node density
in 1/m2 respectively. The analytical computation of e depends on the complexity of the
considered mobility and network models.

The probability of message transmission given an adequate encounter (β) is a func-
tion of the gossiping probability (p) and the the message transmission reliability, which
could be easily calculated given an appropriate analytical model for the MAC layer. In
this work, we will not further consider the analytical computation. Instead of that, we
use an empirical approach to calibrate our analytical model.

We proceed similarly to the epidemiologists who assume the availability of some ex-
perimental data that roughly describe the spreading of the infectious disease to calibrate
the corresponding epidemic model. We rely on a few simulations to calibrate the epi-
demic model for gossiping. First of all, we determine the spreading ratio of gossiping



130 A. Khelil and N. Suri

for the considered MANET scenario using simulations. Afterwards, we use the least
squares method to fit the simulation results to Eq. (3). We use the software package
mathematica [18] to perform this fitting procedure. If the network is partitioned, we
set the delay for unreachable nodes to be ∞. Therefore, the infection rate is approxi-
mately 0 for highly partitioned MANETs.

5.3 Adaptation of Gossiping

The goal of adapting gossiping is to achieve higher efficiency by reducing the number of
forwarders, but without sacrificing the reliability or experiencing any significant degra-
dation. Since the intensity of the broadcast storm depends on the local node density and
may vary over time and space, we should adapt the gossiping probability p to the node’s
current number of neighbors, which reduces forward redundancy, contention, and col-
lisions. In this section, we adapt gossiping to the local node density by determining the
appropriate gossiping probability as a function of the number of neighbors.

Simulation Model. We use ns-2 [19] for the simulation-based performance analysis.
We generate N mobile nodes in a 1km x 1km two-dimensional field, where nodes move
according to the random waypoint model [17]. We vary the node speed between 0 m/s
and a maximum speed value vmax m/s, and select a pause time uniformly between 0 and
2s. The simulation parameters are summarized in Table 1.

Table 1. Simulation parameters

Parameters Value(s)

Simulation area 1000m x 1000m
Number of nodes N ∈ [50, 1000]
Comm. range R ∈ {50, 100, 200, 300}m
Bandwidth r = 1 Mbps
Message size 280 bytes
Mobility model Random waypoint
- Max speed - vmax ∈ [0,30] m/s
- Pause - Uniform between 0 and 2s
fDelay 10ms

We use the following traffic model. At the beginning of the simulation (namely ran-
dom between first and second sec) each of the S senders sends a single message. The
simulation time selected for all scenarios in this paper is 20s. For the adaptation process,
we set S = 1, R = 100m and vmax = 3m/s.

The random waypoint model shows an almost uniform node spatial distribution. This
property simplifies the conversion of node density to number of neighbors and vice
versa. Given n the number of neighbors and R the communication range, a node easily
computes its local density by:

d =
n + 1
πR2 ⇔ n = πR2d − 1 (4)
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As mentioned before, nodes acquire neighborhood information by means of HELLO
beaconing. For all simulations in this work we use a random beaconing period between
0.75s and 1.25s. A node removes a neighbor from its neighbor list, if during 2s no
beacon is received from this neighbor.

Adaptation Using the Epidemic Model. The infection rate a clearly depends on the
gossiping probability p. If this probability is 0, the infection rate will also be 0. If p
increases, the infection rate also increases. However, if the network is very dense and
all nodes forward every newly received message, contention and collisions increase, so
that delay increases, and subsequently the overall infection rate will decrease. Hence,
we investigate the impact of both node density and gossiping probability on the in-
fection rate in more details. This investigation allows the selection of the appropriate
probability depending on node density.

According to the SI-model, the infection rate determines the spreading ratio and
therefore it is a measure for delivery reliability and timeliness. The higher the infection
rate, the lower the mean delay. In the following we show how we used these results to
adapt gossiping. In order to adapt the forwarding probability to the node density, we
should select the probability that maximizes the infection rate. We vary node density
and the forwarding probability p and compute the corresponding infection rate for some
combinations. Fig. 2 (a) shows the measured infection rates and their interpolation.
Fig. 2 (b) shows the optimal probability, which should be used for gossiping depending
on the MANET node density.

Consistent with our second requirement on a broadcasting technique, we let every
node set the gossiping probability locally and independently. A node j can easily esti-
mate its local node density d j using Eq. (4), given its number of neighbors n j. According
to the value of d j the node sets on-the-fly the forwarding probability p j for gossiping.

To avoid the computation of local node density, which also assumes that nodes know
their communication range R, we propose that nodes select the gossiping probability
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Fig. 2. Adaptation of gossiping using the infection rate
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depending on the current number of neighbors n. By scaling the x-axis of Fig. 2 (b)
using Eq. (4), we get the optimal gossiping probability p as a function of n. We could
now provide the discrete values of this curve as a lookup table that maps the number of
neighbors to the probability values. At run-time, nodes could then access this lookup
table in order to set the gossiping probability dynamically, depending on their current
number of neighbors.

Nevertheless, in order to elegantly present our adaptation results for the community,
we analytically express the gossiping probability depending on the number of neigh-
bors. To ensure adaptation for higher dense networks, we extrapolate the gossiping
probability value to higher number of neighbors. We use the following series expansion
ansatz: p(n) = a+b/n. The fitting process using the least squares method, recommends
a = 0.175 and b = 6.050. The fitting standard error is about 4.75%. The result of the
adaptation is a simple function that nodes can easily use to calculate the appropriate
gossiping probability (p) for the current number of neighbors (n). The function is given
by Eq. (5) or simply Eq. (6):

{
p = 1.0, i f n ≤ 7
p = 0.175 + 6.05/n i f n ≥ 8

(5)

p = min ( 1.0 , 0.175 +
6.05

n
) (6)

Relevance of Epidemic Models for Protocol Adaptation. We show the relevance
of the analytical epidemic models for the adaptation of broadcast protocols through
investigating alternative approaches for the adaptation.

Fig. 3 shows the spreading ratio of gossiping over time for 500 nodes and different
forwarding probabilities. We conclude that only probabilities higher than 0.6 provide a
delivery reliability close to 100%. We also conclude that the forwarding probability 0.6
provides faster propagation than higher probabilities. This is due to broadcast storms
if more than 60% of nodes forward the packet. Thus, investigating the spreading ra-
tio obtained from simulations provides an alternative approach to fix the appropriate
gossiping probability.
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However, the selection of the probability is achieved manually and therefore it is not
practical and error-prone. Furthermore, the approach requires running simulations for
probability values as fine as possible to increase the accuracy of adaptation. Compar-
ing the simulation-based approach with the approach relying on the epidemic model we
note the simplicity of the last approach, which provides an automated method for the se-
lection of the appropriate forwarding probability depending on node density, using only
fewer simulations. The use of the SI-model for adaptation of key protocol parameters
to relevant network properties can be easily repeated for further adaptation needs.

6 Evaluation of Reliable Gossiping

We now evaluate the adaptive gossiping protocol with scenarios that show a wide range
of node densities and node speeds. Additionally, we study the impact of communication
range on the performance of adaptive gossiping. We also compare adaptive gossiping
with STOCH-FLOOD [12] and ACB [11]. Our evaluation approach is simulation-based.

We use the same simulation model as in Section 5.3. We set the number of senders
to S = 25. Since the knowledge of the partitioning of the MANET is important for
understanding the performance of adaptive gossiping, we computed the average number
of partitions for the different scenarios that we consider in this section (Fig. 4). For this
computation we use our own framework presented in [20].
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6.1 Performance Metrics

In order to evaluate broadcast protocols with respect to delivery reliability and timeli-
ness, the performance metrics reachability and delay respectively are commonly used in
the broadcast community. In the following we define these both metrics. With respect to
a given broadcast message, we denote by #Forwd the number of nodes that forwarded
the message and by #Reach the number of nodes that received the message after the
termination of the protocol.

REachability (RE): The ratio of nodes receiving the message to the total number of
nodes, i.e. RE = #Reach

N (∈ [0,1]). The reachability metric measures the delivery
reliability.
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Delay: Average end-to-end delay over all receivers. Denoting by ts the origination time
of the message and by t j the arrival time of the message at node j, we calculate the
delay as follows: delay = 1

#Reach ∑reachedNode j
(t j − ts).

To evaluate the efficiency of broadcast protocols the message complexity is a key
factor. The common efficiency metric for broadcast protocols is:

MNF: Mean Number of Forwards per node and message. MNF = #Forwd
N .

As we used the spreading ratio for describing the quality of a broadcast protocol,
we differentiate the above metrics from the spreading ratio. Both metrics RE and delay
are easily gained from the spreading ratio. Given the spreading ratio as a time function
i(t) ∈ [0,1]. The RE is the the maximum value of the spreading ratio (reached when the
broadcast protocol terminates), or RE = max(i(t)). The delay is calculated as follows:

1
RE

∫ RE
0 i−1(t)dt, where i−1(t) is the inverse function of i(t).

6.2 Impact of Node Density and Node Mobility

For this study, we vary the node density by tuning the total number of nodes and keep-
ing the area unmodified. From Fig. 5 (a), we observe that the reachability of adaptive
gossiping first increases with node density, reaches a maximum and then starts to de-
crease. We qualitatively explain this effect as follows: Obviously, gossiping can only
reach nodes that belong to the partition, which contains the source node. For random
waypoint, the mean number of partitions decreases with the increasing number of nodes
(Fig. 4, 100m range). This means that the average partition size is increasing. Therefore,
reachability increases with the increasing number of nodes. For high number of nodes,
collision probability becomes higher and the reachability begins to decline slightly.

The impact of node speed is marginal. However, we present three observations.
Firstly, for very sparse networks the mobility has no impact on the reachability. Sec-
ondly, for scenarios that are neither very sparse nor connected (e.g. 200 nodes), the
mobility may help to overcome network partitioning and the reachability increases with
higher speeds. Thirdly, for dense scenarios, reachability decreases with higher speeds.
The reason is that a node may sense a free carrier and starts to transmit; but while
moving very fast it disturbs other ongoing transmissions.

In Fig. 5 (b), we show the message overhead (MNF) of adaptive gossiping. For ran-
dom waypoint, we can assume a uniform node distribution, and therefore estimate the
MNF of gossiping as follows: MNF ≈ p ∗ RE . This explains the behavior of MNF,
which shows a strong similarity to that of reachability. For lower number of nodes, The
forwarding probability p is frequently set to 1.0 and MNF ≈ RE . For higher number of
nodes, nodes use lower forwarding probabilities, thus increasing the number of saved
forwards, and therefore MNF < RE . The delivery delay increases with increasing num-
ber of nodes since the number of traversed hops to the destination and the buffering
time of messages at the MAC layer increase (Fig. 5 (c)).

6.3 Impact of Transmission Range

In this study, we investigate the performance of gossiping for different communication
ranges ∈ {50,100,200,300}m. We note that an increase in communication range can
be interpreted as an increase of node density.
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Fig. 5. Impact of node density and speed

The reachability of gossiping increases with the communication range (Fig. 6 (a)).
For low communication ranges, the reachability decreases with increasing number of
nodes and reaches a minimum (by N = 200 and for R = 50m), and increases for higher
numbers of nodes. We explain this decrease of reachability as follows. For highly sparse
MANETs, an increase of number of nodes, leads to a decrease in the ratio of partition
size to the total number of nodes. Consider the extreme case, where nodes are isolated
and the reachability of gossiping is 1/N. If we increase the number of nodes by δN and
all nodes remain isolated, the reachability of gossiping is 1/(N + δN). Therefore, the
reachability of gossiping decreases with increasing number of nodes in highly sparse
MANETs.

For higher communication ranges, the curve of reachability however shows a max-
imum. The reachability slightly decreases for higher numbers of nodes due to the in-
creasing number of collisions. The number of collisions increases since most of source
nodes are within each other’s communication range. Therefore, one broadcast has more
impact on the other broadcasts taking place almost simultaneously. Gossiping has not
been adapted to network load. Consequently, for higher network loads the reachability
of gossiping is likely to decrease.
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Fig. 6. Impact of transmission range

For discussing the message overhead, we first consider the communication range
100m (Fig. 6 (b)). MNF first increases with the number of nodes, reaches a maximum
and then decreases. The maximum is reached, when almost all nodes forward broadcast
messages, i.e. gossiping goes into blind flooding. MNF reaches its maximum, when the
MANET starts to be constituted of one large partition and a few small partitions. If
the MANET node density increases, adaptation of gossiping runs and saves a number
of forwards, which is reflected by the decrease of MNF. For the 200m communication
range, the maximum is reached for 100 nodes. For a 300m communication range the
maximum moves to the left of 50 nodes and is no longer observed for our experiment
settings. For a 50m range, MNF is very close to reachability, since the node density
is very low and almost all receivers forward messages. The maximum is reached for a
number of nodes that is higher than 500 nodes.

We note that the performed delay should be interpreted relatively to the achieved
reachability. Fig. 6 (c) shows that the delay decreases with an increasing communication
range (except for 50m). The explanation is that: If the communication range gets higher,
a transmission is more likely to reach more nodes, which decreases average delay.



Gossiping: Adaptive and Reliable Broadcasting in MANETs 137

We observe however that the delay for 50m is lower than that for higher communi-
cation ranges. This is due to the fact that, for 50m the MANET is highly partitioned
(Fig. 4) and a network partition is composed of few nodes. Gossiping reaches these few
nodes in a few transmissions, i.e. very fast. Similarly, we explain the low delay values
for 100m range and number of nodes less than 100.

6.4 Comparison of Reliable Gossiping to the Optimal Case

From the above studies, we realize the strong need for a global view with respect to
network partitioning in the MANET for a better understanding of the protocol perfor-
mance. In [20], we presented the utilities required for ns-2 users, in order to simplify the
access to this global view. In the following, we present the global evaluation of reliable
gossiping.

Reliable gossiping aims to efficiently reach all nodes in the partition where the broad-
cast source is located. In this section, we aim to investigate in more details the deliv-
ery reliability of gossiping. In particular, we define the optimal gossiping reachability
(OG RE) as the ratio of the size of the partition containing the gossiping source node
to the total number of nodes: OG RE = partition size

N .
The reachability of adaptive gossiping should correlate with the partition size. Fig. 7

(a) shows that the gossiping reachability is lower than the optimal gossiping reacha-
bility and that the difference is more important for higher number of nodes. This is
due to collisions, which prohibit gossiping from progressing, and become more fre-
quent with increasing number of nodes. Fig. 7 (b) shows the frequency histogram of
the ratio of the number of nodes reached by gossiping to the sender’s partition size.
We observe that in most of cases gossiping reaches either more than 90% of the parti-
tion nodes or less than 10% of nodes, which proves the transitional behavior discussed
in [6] [14].
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6.5 Comparison to Related Work

We compare the performance of our adaptive scheme to that of the Adaptive Counter
Based scheme (ACB) [11] and of stochastic flooding (STOCH-FLOOD) [12]. We arbi-
trarily fix vmax to 3 m/s. However, we vary the total number of nodes N.

The ACB scheme uses a random time span to count redundant packet receptions
and forwards the message after this span, only if the counter value is below a thresh-
old value. This time period is comparable to the random forwarding delay of gossip-
ing ( f Delay) and STOCH-FLOOD. Therefore, we choose the same value for all three
protocols, i.e. 10ms, which is also used in [5]. The adaptive thresholds for all three
protocols are shown in Fig. 8.
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The comparison of reliable gossiping to STOCH-FLOOD can be intuitively under-
taken based on the comparison of probability functions used by each protocol (Fig. 8).
Reliable gossiping starts decreasing the forwarding probability for a number of neigh-
bors equal to 8 or higher. However, STOCH-FLOOD starts decreasing the probability
from 11 neighbors. Up to 28 neighbors gossiping uses a lower probability than that
of STOCH-FLOOD. Therefore, both reliable gossiping and STOCH-FLOOD perform
very comparably with respect to reachability and delay (Fig. 9 (a) (c)).

We observe that adaptive gossiping has a slightly higher reachability than both ACB
and STOCH-FLOOD for higher numbers of nodes. This is due to the fact that adap-
tive gossiping uses lower probability value than STOCH-FLOOD and that ACB stops
to tune the counter threshold for higher node densities. Compared to ACB, gossiping
shows a comparable reliability and a slightly lower delay. The MNF of adaptive gos-
siping is slightly lower than that of STOCH-FLOOD and ACB (Fig. 9 (b)). We observe
that ACB has the lowest reachability, the highest message overhead and the highest de-
lay for higher number of nodes (500 nodes). This also due to that ACB stops adjusting
the counter threshold for higher number of nodes (Fig. 8).

Summarizing, we can roughly conclude that adaptive gossiping shows a very compa-
rable overall performance to STOCH-FLOOD and that both protocols outperform ACB
and particularly in highly dense scenarios. Between adaptive gossiping and STOCH-
FLOOD, we identify the following marginal differences. In extremely dense networks,
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STOCH-FLOOD saves more forwards and reaches slightly more nodes than adaptive
gossiping. However, in less dense scenarios adaptive gossiping saves more forwards
and reaches slightly less nodes than STOCH-FLOOD.

Simulation results that we do not include here show that the three protocols achieve
a very comparable performance for further mobility models such as the reference-point
group mobility model [21] and the graph-based mobility model [22], which show quite
different node spatial distributions.

7 Conclusions

We showed at the example of gossiping, how to use epidemic models to adapt broad-
casting strategies in MANETs. We used the analytical epidemic model developed for
gossiping to adapt the main parameter of gossiping, i.e. the forwarding probability, to
the most relevant MANET property, i.e. node density. The result is a reliable broad-
cast protocol that adapts locally to the continuously changing node spatial distribution.
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Gossiping dynamically adjusts the forwarding probability only based on the number of
neighbors, a locally available information, and without requiring any particular infor-
mation, such as distance, position, or velocity.

Intensive simulations show the near-optimal reliability of adaptive gossiping. Fur-
thermore, the dynamic selection of the forwarding probability reduces the total num-
ber of nodes forwarding a certain message, thus effectively alleviating the broadcast
storm problem. We additionally highlight the simplicity, frugalness and scalability of
our protocol. Adaptive gossiping performs very comparably to the few adaptive broad-
cast schemes known from the literature. This shows the applicability of the analytical
platform we developed for the adaptation of MANET broadcast protocols. Particularly,
we emphasize that the use of the SI-model for adaptation of further protocols to further
relevant MANET properties can be easily repeated.
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Abstract. Ensuring reliable communication between nodes is a major
challenge in mobile ad-hoc networks due to wireless signal propagation
that can be significantly affected by terrain, obstacles, battery exhaus-
tion and node mobility. Existing broadcasting protocols for MANETs
are able to deal with mobility, as well as congestion and collision, but
only when under a fail-stop failure model. However, this model is not a
good representative of the real scenarios of faults frequent in MANETs
such as link failures, temporary network partitions, topology changes and
momentary node failures. In this work we evaluate – through the aid of
simulation experiments – how well MANET broadcasting protocols be-
have when under a more realistic failure model, which are characterized
by omission faults. We also discuss their properties and behaviors when
taking reliability into consideration. The study conducted here show that
most protocols are highly impacted by node failures and are not capable
of maintaining high delivery rate. Some even exhibit coverage levels that
are unreasonable to expect from broadcasting protocols when placed in
a real world scenario.

Keywords: Mobile Ad-Hoc Networks, Broadcasting, Fault-Tolerant Wi-
reless Communication, Reliable Broadcasting.

1 Introduction

A mobile ad hoc network (MANET) is a special kind of network where the mobile
hosts (also called nodes) are capable of communication restricted to their wire-
less transmission range. Thus they are only able to communicate directly with
neighboring nodes. The lack of fixed and wired gateways (base stations) forces
cooperation between the nodes every time a packet has to be forwarded. Moreo-
ver, because of the shared transmission channels, nodes are not able to selectively
transmit: whenever it sends a message, all of its neighbors receive it. Whenever
messages overlap, collisions may occur, preventing correct reception [1].
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Broadcasting refers to the process by which one node sends messages to all other
nodes in the network. It is an essential operation in all kind of networks since it
may be used to collect global information, to support addressing algorithms, to
implement multicasting and, particularly in MANETs, to help routing protocols
to propagate routing-related information [2]. Broadcasting is an active research
topic and the most significant challenge in its development is compensating bet-
ween the number of messages broadcast and the number of nodes reached [3].

A large number of algorithms for broadcasting in MANETs exist. Most of
them assume that during the process of broadcasting there happens none or
very little topology change and that the network remains connected. But in a
real scenario, this cannot always be guaranteed. This is what motivates our work.
We propose to study how well existing MANET broadcasting protocols behave
when under a realistic scenario. It is well known that wireless signal propaga-
tion is significantly affected by terrain, obstacles, unanticipated interference and
unpredictable fading, causing constant link failures and fluctuating communica-
tion channels [4,5]. Many other factors also impede correct message transmission
and reception as well, including hardware failure, battery exhaustion and node
mobility [6,7].

Previous studies on the impact of faults in broadcasting protocols have limited
themselves on analyzing the impact of mobility, collisions and network congestion
on the delivery rate (reliability) and on the number of gateway nodes (efficiency)
[2,8]. Although these three factors can be considered as faults, they are not
sufficient to denote all the possible fault scenarios that affect MANETs such as
link failures, temporary network partitions, topology change during broadcasts
and momentary node failures. Existing works consider fail-stop failures and most
broadcasting protocols are tolerant to these types of failures. Furthermore, this
failure model provides a simple abstraction for reasoning about failure-prone
environments and system reliability, but in real systems this is not always the
case. In our opinion it is the omission failure model1 that appropriately represents
real fault scenarios.

We propose to study six significant broadcasting protocols. The protocols are:
Simple Flooding, Dynamic Probabilistic Protocol [3], Wu and Li’s protocol’s
[9], Scalable Broadcasting Algorithm [10], Dominant Pruning [11] and Double-
Covered Broadcast [12]. For each one of these, we discuss their properties and
behaviors when taking reliability into consideration, and evaluate the impact of
omission faults on their performance. Our simulation studies consist of measuring
the reliability, the forwarding ratio and the end-to-end delay of the protocols
when 0%, 5%, 10%, 20%, 30% and 50% of the nodes fail using an omissive
failure model. As far as we know, no performance study about the impact of
omission faults in broadcasting protocols has ever been done.

Although previous simulated studies show that the broadcast protocols are
very mobile resilient and support well congestion and collisions, the study

1 In the omission model, nodes fails by crashing (prematurely halting) or by
sending/receiving only a subset of the messages that it actually attempts to
send/receive.
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conducted here show that these protocols are not fault tolerant when omission
failures are taken into account. They are not capable of maintaining high deli-
very rate when placed in a real world scenario. The choice of the protocols leads
us to believe that this conclusion can be extended to most, if not all, broadcas-
ting protocols for MANETs which are based on the same reliability mechanisms.
Based on the study conducted, we investigate the source of existing broadcasting
problems and list the lessons learned as a step towards enhancing the capability
of broadcasting algorithms to deal with omission faults in scalable scenarios.

This paper is organized as follows. Section 2 describes the protocols in study.
Section 3 presents the simulation model, the results and lessons learned with the
study. Finally, Section 4 concludes the paper and presents future works.

2 Broadcasting in MANETs

Since MANETs are dynamic in nature, global information exchange are no longer
reasonable to expect and support. Nodes must then somehow limit themselves
to local information on topology in order to broadcast. Broadcasting protocols
must also be able to adapt to a wide range of MANETs including partition-less
scenarios, eventually disconnected scenarios (where partitions occur rarely but
reconnect quickly) and eventually connected scenarios (where partitions occur
most of the time, eventually reconnect, but quickly partition once again). Broad-
casting protocols are commonly classified based on their delivery guarantees, and
they can either be probabilistic or deterministic. Probabilistic broadcasting pro-
tocols are those that guarantee delivery with a certain probability. Probabilistic
protocols have less constraints and assumptions when compared to deterministic
protocols; are usually simpler to implement; and normally have little memory
requirements. Deterministic protocols on the other hand are those which assume
non-probabilistic delivery guarantees. Deterministic broadcasting protocols can
be further classified as either self-pruning or neighborhood designating. In self-
pruning algorithms a node that receives a message decides by itself whether it is
a forwarding node (also known as gateway). While in neighborhood designating
algorithms it is the sending node who selects the neighboring nodes that should
become gateways by piggy-backing this list in the broadcast message.

If the topology of the network is known and static, it is possible to calcu-
late the minimum connected dominating set (namely, MCDS) [13] in order to
select the set of gateways with which the smallest overhead of retransmissions
can achieve the highest delivery rate. A MCDS is the smallest set of forwarding
nodes such that every node in the set is connected, and all nodes which are not
in the set are within transmission range of at least one node in the MCDS. Once
found, the process of forwarding messages can be handled by the nodes within the
set. Unfortunately, the problem of finding a MCDS has been proven to be NP-
complete [3,13], thus the use of efficient approximation algorithms is necessary.
Among various alternative approximation approaches, many protocols utilizes 2-
hop neighborhood information to reduce redundant transmission. Updated local
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topology information comes at a small price since by periodically sending “Hello”
messages, nodes are able to construct a local view of their neighbors. But this
information can be imprecise and inconsistent, since between any two “Hello”
messages, a node may move, its neighbors may crash, a link may become unstable
or many other situations may arise.

2.1 Description of Chosen Protocols

In the following paragraphs we will describe each of the chosen protocols. Among
such a large number of existing broadcasting protocols for MANETs, it has been
no easy task to choose the few which will be used in our study. We later justify
our choices.

Simple Flooding. This is one of the simplest solutions to broadcasting. In this
approach every message received by a node is forwarded. In fact, flooding (and
all probabilistic protocols) are seen as an option to tackle the lack of determinism
of MANETs by applying a non-deterministic solution. While there exists many
papers that use this naive approach, it has been shown in [14,15] that it leads
to unreasonable high contention, collision and redundancy problems, which may
possibly interfere in the coverage (number of individual nodes that received a
specific message) and increase latency of the broadcast. This is known as the
broadcast storm problem [14]. Although for a more static scenario it is not re-
commended, many extremely mobile and dynamic scenarios can only rely on this
approach to broadcast. Actually, flooding is used by many existing broadcasting
protocols as a last resort when “all else fails”[16].

Dynamic Probabilistic Approach. In order to reduce the number of forward
nodes in the flooding approach, one alternative probabilistic solution proposed
in [14] is that each node be allowed to re-transmit based on a probability P .
Clearly, when P = 1 it will behave as flooding. Most approaches to probabilistic
broadcasting assume a fixed probability [2,14]. Depending on the value chosen a
high ratio of delivery can be obtained. Another option proposed in [14] was to
use a counter to keep track on the number of times a message has been recei-
ved. If after a random delay the counter equals an internal counter threshold,
it is assumed that the message has been received by all neighbors and the node
will not re-transmit. Thus, in a dense area of the network, some nodes will not
rebroadcast, while in sparse areas of the network, all nodes rebroadcast. Zhang
and Agrawal proposed the dynamic probabilistic approach [3] by combining the
probabilistic approach with the counter based approach [14] and adjusting the
value of P according to the density of the network. The re-transmission proba-
bility P is lowered whenever a node is positioned in a high-density area, while
it is raised when in sparser areas. Network density is estimated by using an in-
ternal counter that increases whenever a node detects a neighbor and decreases
periodically.
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Wu and Li. Wu and Li [9] proposed a deterministic self-pruning algorithm to
calculate a set of forward nodes that form a connected dominating set. Their so-
lution reduces the number of forwarding nodes while maintaining a high delivery
ratio, and is scalable to many diverse network scenarios. Their marking process is
simple and relies on constant neighborhood set exchange between nodes: a node
is marked as a gateway if it has two neighbors that are not directly connected.
Clearly, after neighborhood set exchange, each node knows its 2-hop neighbors.
The algorithm uses a constant number of rounds to calculate the connected do-
minating set, which is directly related to the number of neighbors each node has.
Additionally, it also uses pruning rules to reduce even further the set of gateway
nodes. Their solution establishes priorities between nodes by using individual
node IDs and degree (number of 1-hop neighboring nodes). The priority values
are used in order to establish a total order among all nodes of the MANET.
Wu and Li´s protocol is well known and has been used and extended by many
others [8,17,18]. But these works where all inspired on reducing the number
of gateways nodes and on increasing broadcasting efficiency; not necessarily on
achieving high message delivery ratio. Simulation results clearly show that alt-
hough older, the original protocol still ensures higher message coverage [8]. This
is why we chose it over the newer protocols.

Scalable Broadcast Algorithm (SBA). The main idea of the deterministic
self-pruning scalable broadcasting algorithm proposed by Peng and Lu (namely,
SBA) [10] is that a node does not need to rebroadcast a message that already
has been received by neighboring nodes. In order to determine this, each node
needs to have knowledge of local 2-hop topology and of duplicate messages. Their
algorithm works in 2 steps: local neighborhood discovery and data broadcasting.
Local neighborhood discovery consists of exchanging neighborhood sets between
local nodes in order to learn 2-hop topology information (exactly like Wu and Li’s
protocol). For data broadcasting, whenever a node t receives a message m from
his neighbor v, before forwarding the message it checks which nodes belong to v’s
neighborhood. Since v transmitted, node t knows all the nodes that should have
received the message. By looking at its own neighborhood set, t can determine
if there are still any other neighbors which have not received m. Only when
there exists neighbors in this situation will t schedule a re-transmission. Instead
of immediately re-transmitting, the authors proposed a random backoff delay
based on the density of the neighborhood. Nodes with more neighbors will have
a higher priority and will rebroadcast earlier, thus raising the chances of a single
transmission reaching a greater number of nodes.

Dominant Pruning (DP). The dominant pruning algorithm (namely, DP)
[11] is a deterministic neighborhood designating broadcasting protocol that uses
2-hop neighborhood information to reduce redundant transmissions. In DP, whe-
never a node receives a message, it selects the smallest number of forwarding
nodes that can cover all nodes in a 2-hop distance. That is, when node j receives
a message from node k, it selects from the set N(j) the minimum number of
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nodes that should act as gateways to reach all nodes in N(N(j)). The DP pro-
tocol assumes that when node k first transmitted the message, all of its 1-hop
neighbors (which is the set N(k)) correctly received the message. It also assumes
that when node j forwards the message, all of its 1-hop neighbors (N(j)) will
correctly receive the message as well. Thus, node j will then just try to determine
N(N(j))−N(j)−N(k) (which supposedly will be the remaining nodes who, after
node j forwards, will not have received the message yet). By determining this,
it will then loop through N(j) and select the smallest number of nodes that are
able to guarantee coverage. These nodes will become forwarding nodes. Since it
is a neighborhood designating protocol, it piggybacks this list in the broadcast
message. Although there exist newer algorithms that extend DP, such as [19]
where simulation results show that neighborhood information is more effectively
used (lower number of gateway nodes) and even more redundant messages are
eliminated, they unfortunately seem to produce results which have lower delivery
rates. This obviously makes sense since it is the redundant messages that help
raise message coverage. Once again we prefer the original protocol with higher
coverage for this work.

Double-Covered Broadcast (DCB). Lou and Wu’s goal when proposing
the double-covered broadcasting protocol (namely, DCB) [12] was to reduce the
number of forwarding nodes (increase efficiency) without sacrificing the broad-
cast delivery ratio (reliability). It is classified as a neighborhood designating pro-
tocol, much like dominant pruning. By selecting a set of gateway nodes where
not only every 2-hop node is covered, but also where all 1-hop nodes are covered
by at least 2 forwarding neighbors (the sender itself and one of the selected ga-
teway nodes), it benefits from the broadcast redundancy to improve reliability.
Additionally, in DCB the re-transmission of the message by the gateways node
serves as an ack of correct message reception to the original sending node. This
scheme avoids the ACK implosion problem [20]. The sender will wait during a
pre-determined time to overhear the re-transmissions by every chosen gateway
node. If it fails to detect all of the re-transmissions it assumes that a trans-
mission failure occurred. The sender will keep re-sending the message until all
forward nodes have re-transmitted or until a threshold is reached. By double-
covering, DCB assumes that at least two transmissions will reach the nodes,
therefore this redundancy prevents a single transmission error from interfering
on message transmission and reception.

Justifications. Simple flooding and Dynamic Probabilistic protocol are, in our
opinion, good representations of the probabilistic approach and were chosen for
their high redundancy. Simple flooding seemed a natural choice for its simplicity
while Dynamic Probabilistic for its novel approach for dynamically setting the
re-broadcast probability. As representatives of self-pruning protocols we chose
Wu and Li’s protocol and Scalable Broadcasting Algorithm for their efficient use
of neighborhood information and for their good simulation results (regarding
message delivery rate). Dominant Pruning was chosen for similar reasons, but



148 T.B. de Oliveira, V.F. Costa, and F. Greve

rather as the representative of neighborhood designating protocols. The Double-
Covered Broadcast protocol can be considered a reliable broadcasting since it
tries to ensure message delivery beyond best-effort guarantees. It was chosen not
only for its’ novelty, but also for applying multiple reliability mechanisms.

3 Performance Evaluation

In order to evaluate the performance and behavior of the broadcasting protocols
when in an omission-fault injected environment, we ran simulations using the
NS-2 network simulator [21].

3.1 Simulation Model

The Scenario. Motivated by findings that simplistic mobility and radio propa-
gation models had a significant impact on the behavior of MANET broadcasting
protocols [5] and, in order to attest that our simulation results were valid, we
chose more realistic parameters with which to simulate. The simulation parame-
ters are listed in Table 1. During the simulation the nodes were confined within
1300 × 1300 m2. Each of them had a constant transmission range of 250 m.
For the radio propagation model we used the Two-Ray Ground Reflection mo-
del as implemented in the simulator, while the MAC layer followed the IEEE
802.11 specification with no RTS/CTS/ACK for all message transmissions. We
used BonnMotion v1.3a [22] as our mobility scenario generator. The movement
pattern of each node follows the Gauss-Markov mobility model as defined by
BonnMotion. Up to an 18 second pause time can occur before a node moves to
a new location.

To allow for proper initialization and settling, we allow 3000 seconds of node
movement without any kind of message exchange. Each simulation then ran for a
total of 500 seconds. In the first 100 seconds only “Hello” type messages are sent
to allow for updated local topology information to be exchanged throughout the
network. It is during the next 100 seconds that we configure nodes to broadcast

Table 1. Simulation Parameters

Simulation Parameters

Simulator NS-2 (2.30)

Network Area 1300 × 1300 m2

Transmission Range 250 m

Simulation Time 500 s

# of Trials 20

Mobility Model Gauss-Markov

Broadcast Rate 10 msg/s

Node Speed 1 m/s

Confidence Interval 95 %
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data messages as well. For the last 300 seconds no new data messages are broad-
casted, but nodes still exchange “Hello” messages, retransmit buffered messages
as needed and move. This is to allow for proper message delivery termination,
such as unsent queued messages, as well as possible re-transmission attempts.
Each simulation was repeated 20 times to achieve at least a 95% confidence
interval for the results.

Values used for the simulation such as broadcast rate and node speed were de-
termined based on results obtained through a previous work [23]. Although well
known that mobility is a major cause of delivery failure [19,24,25], in the cited
work node speeds where varied between 1m/s and 160m/s. The choice of 1m/s
reduces the negative effects of mobility on the protocols. In the same manner,
the broadcast rate value of 10 packets/s was determined after simulation runs
varying between 1 packet/s and 111 packets/s. This value was chosen since,
on average, even when taking node failure in consideration, had the best over-
all effect on every metric measured and permitted the most stable and reliable
communication. We refer the reader to [23] for more details.

The Metrics. We have defined three metrics with which we have divided the
simulation studies. The metrics are reliability, forwarding ratio and end-to-end
delay. Since our main priority is analyzing the reliability of the protocols, both
energy concerns and protocol overhead-related metrics (such as “hello” message
exchange) were not taken into consideration. All of the values listed below are
available through logs generated by the simulator.

• Reliability. A high delivery ratio is the primary goal of any broadcast protocol,
thus reliability is the most significant metric. It will demonstrate not only if the
broadcast protocol in question does what it is supposed to do, but will help to
show how each protocol deals with failure. Since the number of nodes partici-
pating in the simulation is known by the simulator, we are able to extract and
analyze the percentage of nodes that received any given message.
• Forwarding Ratio. Protocol efficiency is given by the number of gateway nodes
that re-transmit and take an active role in the broadcast. Therefore, an efficient
broadcast protocol is one that uses the lowest number of gateways to reach the
highest number of nodes, which in turn will lead to a lower number of packets
and consequently to less congestion and collision. But with the induced failure
of nodes, efficiency is better measured as a ratio of the number of nodes that
received a packet to the number of nodes that acted as gateways. We denominate
this the forwarding ratio.
• End-to-End Delay. Finally, end-to-end delay is a metric normally used in conjunc-
tion with the others to help understand how congestion has affected the protocols,
since it measures how long it takes any given packet to reach every node.

Fault Model. Most deterministic broadcasting protocols are resilient to fail-
stop failures due to the fact that these protocols use constant neighborhood set
exchange between nodes. Thus, a faulty node can only interfere for a short time
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during the broadcasting process. Shortly after the failure, all neighboring nodes
will detect the fault and in future broadcasts, the node (which has now crashed),
will no longer be involved in any broadcast. Using a fail-stop failure model is, in
our opinion, inadequate to analyze faults when simulating deterministic broad-
casting protocols. Thus, unlike any other work we have seen before, we have
implemented an omission fault model in order to simulate a real world scena-
rio characterized by interference introduced by the environment, link instability
and transmission failure due to node movement. This model is also applicable
to probabilistic broadcasting protocols.

In our implementation, during each one of the runs, an uniformly random
selected set of nodes will fail to send and receive any kind of messages for 10
seconds. When this period is over, a new group of randomly selected nodes will
be chosen to fail. The exact number of nodes chosen depends on the percentage
of failed nodes which can be 0% (failure free), 5%, 10%, 20%, 30% and 50%.
When defining this fault model, we had in mind the importance of randomly
choosing faulty nodes, instead of selecting a static groups of nodes. But, since
the number of failures is fixed, to help better spread the failure and to represent
omission faults such as the ones listed above, we periodically pick another group
of nodes throughout the network.

This implements an omission fault model and also helps to stress those pro-
tocols that assume a correct behavior on the reception and transmission during
a broadcast, specially by some special set of nodes such as the gateway nodes.
On the other hand, this fault model will favor those protocols that use addi-
tional mechanisms to properly identify message reception by neighboring nodes.
It is important to note that, in parallel with the omission faults simulated by
our model, other failures still keep occurring during the execution. For example,
transmitted messages frequently are dropped since, after all, the radio propaga-
tion model used (in NS-2) allows for transmission errors. Nodes are also mobile,
so they may even move out of transmission range.

In order to correctly compare the protocols, all were simulated under the same
set of mobility and fault patterns, including the exact same broadcast message
sending times.

3.2 Simulation Results

We present now the simulation results for each of the defined metric. We indi-
vidually compared each of the protocols with themselves in order to be able to
identify how each of them behaved when under different failure scenarios, ran-
ging from 0% to 50%. Then we compared the protocols with each other under
the same scenarios of faults. Note that all specific values used in the next para-
graphs are mean values, but the results in the graphs have confidence intervals
of 95% plotted as well, although these are extremely small and when plotted on
a full scale graph, can hardly be seen.

Reliability Results. Figure 1 clearly shows what was expected: the reliability
of all broadcasting protocols simulated lowers as the number of node failure
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(a) Simple Flooding (b) Dynamic Probabilistic Broadcasting
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(c) Wu and Li (d) Scalable Broadcasting Algorithm (SBA)
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(e) Dominant Pruning (DP) (f) Double-Covered Broadcasting (DCB)
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Fig. 1. The Effects of Node Failure on Reliability (Individual View)

increases. This conclusion is true to both deterministic and probabilistic approa-
ches. In no scenario was any protocol able to deliver messages to more than
80% of the network. Flooding and SBA where the ones with the highest delivery
ratios, reaching almost 80% of the network on a fail-free run (0% of node failure)
in a dense network scenario. Even when failure rates raised to 30% both protocols
remained pretty stable, decreasing an average of 5% in delivery rates. On the
other hand, in the worst-case scenario, where 50% of the nodes failed, even in a
dense network the delivery ratio barely reached 57%. In Figure 2 we can realize
how similar both protocols behave. In simple flooding, both reliability and fault-
tolerance is assumed because of the high redundancy [26]. Unfortunately, this
does not guarantee message delivery to all nodes and only relies on the inherent
redundancy to obtain coverage. SBA’s drawback is that it requires up-to-date
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(a) 0% scenario (b) 20% scenario
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(c) 30% scenario (d) 50% scenario
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Fig. 2. The Effects of Node Failure on Reliability (Comparison View)

neighborhood information. Without it, unfortunately, a node that is receiving
a message will erroneously calculate its forward status. Furthermore, a node
has absolutely no guarantees that the same message correctly arrived at its
neighbors, and therefore cannot just assume correct reception.

Dominant Pruning, Double-Covered and Wu and Li’s protocols all had similar
results regarding message delivery when in a dense fail-free network (with 100
nodes). DP reached 66% of the nodes, DCB 61% and Wu 56%. But, when failures
were introduced to the simulation, both DP and DCB were rapidly impacted by
node failures, delivering messages to less than 50% of the network with as little
as 20% node failure, and barely reaching 41% when 30% of the nodes failed. In
the worst case (50% failure) neither were able to reach more than 29% of the
network. Wu and Li’s, on the other hand, was capable of delivering messages
to 56% of the network as long as node failures remained below 10%. This value
decreases to about 45% when node failures increase to 30%. The delivery ratio
only drops to 33% when in a worst-case scenario. We can appreciate direct
comparisons through the graphs of Figure 2.

The authors of DP inherently assume that no errors occur during message
transmission, by accepting that when a node transmits a message, all of its 1-
hop neighbors correctly received the message and that, when a neighboring node
forwards the message, all of its 1-hop neighbors correctly receive the message as
well. But, in a fault-enabled environment this is, most often, not the case and
simulations result corroborate with this as perceptible consequences to message
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delivery can be seen. Double-Covered’s approach to broadcasting, unfortunately,
relies on the reception of the acknowledgment by the sender node, but this does
not ensure that the 2-hop neighbors received the message as well. Both the
exposed terminal problem – where an outgoing transmission collides with an
incoming transmission – and the hidden terminal problem – where two incoming
transmissions collide with one another – can defeat the reliability mechanism
inherent in DCB.

According to Wu and Li, in their protocol the resultant dominating set inclu-
des nodes of the shortest path. But, in an ad hoc environment, where the nodes
are free to move, the shortest path tends to be the most unstable and prone
to link failure [27]. This is not taken into consideration and no guarantees are
ever made that a gateway is forwarding the messages nor is the delivery of any
message ensured.

Dynamic Probabilistic delivery ratios’ had the lowest values of all protocols,
and were all between 25% and 17%. The highest value when in a fail-free sce-
nario, and the lowest in the worst-case. It is assumed by the protocol that the
network topology does not change drastically, so that the probability calculated
can be a reasonable approximation of the optional probability for the next packet
transmission. This, unfortunately, is only the case for networks where movement
speed is low. Furthermore, while the probability of broadcasting is dynamically
adjusted, it becomes dependent upon other fixed parameters that need also be
carefully selected (like for example, the exact value of timeouts).

Forwarding Ratio Results. As already stated, forwarding ratio is defined as a
ratio of the number of nodes that received a packet (#receptions) to the number
of nodes that acted as gateways (#gateways). That is, #gateways/#receptions.
The higher the forwarding ratio, the greater the number of nodes that had
to forward the message. A low forwarding ratio then means that the protocol
is efficient, since it uses the lowest number of gateways to reach the highest
number of nodes. However, this does not mean that an efficient protocol is also
reliable. In Figure 3 we can note how the forwarding ratio of all protocols is
lowered as failures are introduced to the scenarios. That is, as more nodes fail,
the smaller the number of nodes involved in the forwarding process. Flooding
is the most inefficient protocol, as it needs to involve almost all receiving nodes
in the forwarding process. Note how in the fail-free scenario it involves 100%
of the nodes that receive a message in the forwarding process. Double-Covered
Broadcasting also involves a large number of nodes in the forwarding process,
and while it is more efficient than flooding, it is not much. Dynamic probabilistic
obtains higher efficiency, since it compromises at most 50% of the nodes, but this
drops to as low as 25% when in a 50% failure scenario. In an increasing scale,
dominant pruning is the next most efficient protocol, as it also maintains node
participation in the 25% − 40% range, but unlike dynamic probabilistic, this
happens most of the time. In the worst-case scenario (50% node failure) this
lowers to 18%. Both Wu and Li’s protocol, as well as SBA, have high efficiency
values when in a sparse and fault-enabled scenario, involving between 16%−25%
of the network on average, but reaching values as low as 10%. But similarities
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(a) Simple Flooding (b) Dynamic Probabilistic Broadcasting
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(c) Wu and Li (d) Scalable Broadcasting Algorithm (SBA)
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(e) Dominant Pruning (DP) (f) Double-Covered Broadcasting (DCB)
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Fig. 3. The Effects of Node Failure on Forwarding Ratio (Individual View)

stop there. SBA’s efficiency then drops sharply, involving between 60%−80% of
the network. While Wu and Li’s behavior settle between 25% − 40%. Through
Figure 4 we are able to directly compare the protocols.

End-to-End Delay Results. All protocols, as can be seen in Figure 5, have a
slight drop in the end-to-end delay as more nodes failed. This was the expected
behavior since the node re-transmission activity ceased on all faulty nodes. Over-
all, DCB had the highest end-to-end delay, mostly due to the re-transmission
attempts when no acknowledgement is overheard. SBA’s backoff delay (to re-
duce congestion and collisions) produced a longer overall delay to transmit
messages. Flooding, on the other hand, causes the broadcast storm problem
which also increases latency of the broadcast. The remaining protocols all had
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(a) 0% scenario (b) 20% scenario
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(c) 30% scenario (d) 50% scenario
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Fig. 4. The Effects of Node Failure on Forwarding Ratio (Comparison View)

low delays, with both Wu and Li and DP needing some time to update 2-hop
neighborhood information, while dynamic probabilistic’s simpler approach to
broadcasting maintains latency to a minimum.

3.3 Lessons Learned

The biggest challenge behind broadcasting in MANETs still lies in finding the ba-
lance between message overhead (i.e. redundancy) and reliability. On one hand,
a large number of re-transmissions will result in a larger number of nodes rea-
ched, but so will the chances of collisions and possibly transmission delays rise
as well. On the other hand, when too small of a number of re-transmissions is
chosen there is a potential risk of not all nodes being reached. The results here
presented allows us to list a few lessons learned:

1. While probabilistic protocols are seen as a way to handle the lack of de-
terminism of MANETs, improperly adjusting this class of protocols in order to
inhibit redundant retransmissions can cause more loss than gains. While floo-
ding had high delivery ratios, dynamic probabilistic broadcasts hardly reached
the intended nodes.

2. Most deterministic algorithms rely on correctly updated neighborhood
knowledge in order to calculate forward status. But in a fail-prone scenario this
information may be misleading. This seems to affect much more neighborhood
designating protocols than self-prunning ones.
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Fig. 5. The Effects of Node Failure on End-to-End Delay (Comparison View)

3. Additional mechanisms to properly identify message reception is recommen-
ded to determine if all 1-hop and 2-hop neighbors received a message. Nodes must
not just assume correct reception. While simply overhearing a retransmission by
a neighboring node is one possible solution, its use should be limited to self-
pruning algorithms where more nodes can possibly detect incorrect forwarding-
related decisions.

4. Most protocols handled failures up to 10% of the network without a large
impact on delivery rates. This information should be used by algorithms, espe-
cially when adjusting dynamic thresholds.

5. For reliability to be ensured, redundancy is a must. Simulations result
indicate that when 60% of the network received a message, at least 25% of the
network acted as gateways. And to reach 80% of the network, at least 60% of
the nodes forwarded the message. Efficiency, albeit important, must not be the
primary focus of a broadcasting protocol that intends to reach all correct nodes
of the network.

4 Conclusion

In order to evaluate the impact of faults on the performance of significant broad-
casting protocols, we have conducted simulations under various network scenarios
and situations. The simulation studies consisted of measuring the reliability, the
forwarding ratio and the end-to-end delay of the protocols when in an omission
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fault injected environment. It is interesting to note that the protocols are unable
to cope well with failures under the realistic model proposed. Regarding message
delivery ratio, all protocols suffer a somewhat performance degradation, but a few
reach levels of coverage that is unacceptable for broadcasting protocols. Based on
the study conducted, we investigated the source of existing broadcasting problems
and list the lessons learned as a step towards enhancing the capability of broad-
casting algorithms to deal with omission faults in scalable scenarios.

Our future work includes researching possible extensions to broadcasting al-
gorithms in order to provide efficient mechanisms to deal with faults. We also
plan on extending our fault model to reflect an even more realistic environment.
The current definition of our fault model takes into consideration the importance
of randomly choosing faulty nodes throughout the network and represent failu-
res characterized by interference introduced by the environment, link instability
and transmission failure due to node movement. Nevertheless, it still represents
a rather peculiar failure model where a certain number of nodes fail (and then
start working correctly) at exactly the same time. Despite this fact, the results
presented in this work are valid since they still model a scenario much more
realistic than the simpler fail-stop model.
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Abstract. Computer control of discrete applications present a challenging 
dependability problem since any wrong output may lead the system to a 
completely anomalous state. This is in contrast with continuous feedback 
systems where wrong outputs can only gradually deviate the system under 
control from its intended set point. Transient errors may even be filtered by the 
latency inherent to the physical application. In this paper we extend our 
previous experimental research on the use of the fail-bounded model in 
continuous feedback systems into discrete control applications in order to 
evaluate whether it could be applied to this kind of problems. The reset-driven 
approach was used as the basic error detection and recovery mechanism 
complemented by assertions based on the Petri Net modeling of the problem, 
thus taking advantage of the discrete nature of the applications. The well-known 
semaphore control problem is used as testbed for experimental evaluation by 
fault-injection in the controller. The main contribution of this paper is to present 
experimental data showing that effectively the fail-bounded model can be 
applied to discrete applications whenever a continuous physical system exists in 
the control loop.  

Keywords: Failure avoidance, Discrete applications, Fail-bounded model, Petri 
nets, Experimental Dependability Evaluation. 

1   Introduction 

The control of discrete applications is one of the most common uses of computer 
control in industry. Applications range from a multitude of manufacturing equipment 
to specialized markets such as traffic light controllers. There are specific tools and 
techniques to guarantee an adequate description, modeling and development of 
discrete control applications since they cannot be properly handled by the common 
approaches used in continuous feedback control systems (e.g. PID controllers). The 
modeling of such systems, namely the most critical ones, is often based on Petri Nets 
due to its boundedness, reachability and liveness properties that are well adapted to 
this type of real world problems. Of particular interest for this class of problems are 
timed and stochastic Petri Nets[1]. Such systems are mostly based on state transitions, 
so that they expect the occurrence of events from sensors (e.g. an empty bottle entered 
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into a filling area, a button pressed), determine the following state and generate the 
related output (e.g. turn on/off the filling valve, turn on/off a red light). 

In such applications fault tolerance is normally considered to be an hardware issue, 
so control engineers simply assume that controllers don't fail. To meet these 
expectations, a common approach is to use fail-silent controllers, which either 
produce correct results or do not output any value at all [2]. Since standard simplex 
hardware fails far from silently [3], such systems are usually built by pairing two 
computers and continuously comparing their outputs. In fields such as avionics, 
nuclear power plants, medical life support systems and similar critical applications the 
cost of that replication may be acceptable but there is a very large number of 
applications where such redundancy is not economically viable. For that reason, most 
low cost Programmable Logic Controllers (PLCs) use a conservative fault avoidance 
design approach, rather than dedicated fault tolerance. Typically, the only standard 
provisions for error detection in such systems are a watchdog timer that detects 
crashes and resets the processor, and periodic self-check routines that detect 
permanent faults. No guarantees are given as to what happens when these 
mechanisms are not effective, which is the case of transient faults. This is unfortunate, 
because transients generally occur much more frequently than permanent faults, due 
to electromagnetic interference, power brownouts, or other environmental 
disturbances. Although significant variations result from different designs and 
operating conditions, in average about 80% of hardware faults are transient [4], and as 
VLSI implementations use smaller geometries and lower power levels, the importance 
of transients increases.  

To address this problem in [5],[6] it was shown that feedback algorithms can 
compensate for many computer malfunctions, not just disturbances in the controlled 
system. We have shown that the fail-silent model may be inadequate since it would 
flag as failures many situations where the system in fact does not suffer any negative 
impact at all. The point is that the fail-silent model lacks the notion of time –a single 
erroneous controller output is not significant, only a sequence of erroneous outputs is– 
and fails to take into account the fact that the natural inertia of the controlled system 
filters out short lived disturbances. Those observations confirm a well-known concept 
in industry, that of grace-time [7] (the time that an application can run without 
control, exhibiting irrelevant or even null consequences).  In our research we claim 
that the Fail-Bounded model is more appropriate to describe the behavior of those 
systems than the Fail-Silent model. As introduced in [8], a system is said to be 
Fail-Bounded if it either: 

i. Produces correct outputs; 
ii. Stops producing outputs after detecting some error; 
iii. Produces wrong outputs, but these are not arbitrary, the deviation from the 

correct output having an upper bound. 

That upper bound can be enforced by means of assertions that, if implemented 
according the Robust Assertions method [9] guarantee with very high probability that 
the Fail-Bounded model is satisfied. 

In this paper, we extend our previous research into discrete applications. The major 
problem in this kind of systems is that while in continuous feedback control an error 
may generate a gradual deviation from the correct output, in discrete systems errors 
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may lead to state transitions completely distinct from what would be the correct path. 
The fundamental observation here is that while the erroneous output may not be 
bounded in the value domain since the state reached may be definitely erroneous, it 
may be bounded in the time domain, thus if there is a physical (continuous) system in 
the control loop and a correct output is resumed within the application's grace time, 
the whole system can benefit from the application's physical inertia (i.e. we must 
break the dichotomy controller/controlled and consider the system as a whole. 

A most relevant point is that if the system crashes this time-boundedness cannot be 
guaranteed. Thus, the effective adoption of the fail-bounded model in discrete systems 
requires a dedicated effort to avoid the occurrence of system crashes and/or recover 
from them on time to prevent the violation of the application's grace-time. 

The experimental evaluation described in this paper was performed by means of 
software fault-injection, using RT-Xception [10], a real-time version of the Xception 
tool described in [11], which is able to emulate hardware transients, introducing a 
predictable and negligible overhead. Faults were inserted in the controller computer 
running a traffic semaphore control algorithm, a life critical discrete application. 

The paper is organized as follows: in the next section we present the system model 
and how the fail-bounded model can be applied to discrete applications. The reset-
driven fault tolerance technique is described as it is used as the error detection and 
recovery mechanism to support the fail-bounded approach. Since discrete applications 
have specific properties that differentiate it from continuous applications, assertions 
derived from these properties are also used for error detection. In section 3 the testbed 
and the target application is described. In section 4 we present and discuss the 
experimental observations. Section 5 closes the paper with a discussion on the most 
relevant observations and conclusions. 

2   System Model 

2.1   Fail-Boundedness and Fault-Tolerance 

In a continuous system the state-space variables assume values in a metric space.  On 
the contrary, in a discrete system the state variables assume values in a countable 
space. From the controller system design perspective a continuous system follows a 
continuous smooth trajectory, and a feedback control action is applied periodically. In 
a discrete system we don’t have such smoothness to follow and the control actions 
often don’t have such regularity even if the control action is a numeric value. 

For the evaluation of the effectiveness of using the fail-bounded model in discrete 
applications we assume that such systems can be modeled as a state-machine with 
event-driven state transitions such that the correct state sequence is derived from the 
application model: events arrive, a new state is computed, and the related outputs 
updated. The physical system under test (SUT) is a non-replicated (simplex) computer 
controlling a physical system through its sensors and actuators.  

In the experimental evaluation presented in this paper the application is the well-
known traffic-light control. The controlled system is another computer running a 
model of the application (traffic lights), in fact collecting the SUT behavior. For 
simplicity sake we considered only the occurrence of single transient faults.  
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Fig. 1. Controller computer and controlled system (traffic light) 

Nevertheless, a transient fault may cause long-lasting or even permanent errors if it 
affects the controller's internal state. 

The assertions supporting the fail-bounded approach evaluated in this paper are 
based on state awareness: when some erroneous state is detected the controller 'falls 
back' and corrects the erroneous output by resuming its correct transition path. While 
this may be an impossibility in some applications, any engineer in the field is well 
aware that the physical world is intrinsically continuous, and resilient to failure: thus, 
even if a process is described in state-transition terms, if there is a physical 
(continuous) system in the control loop we can always associate a cost to an 
erroneous state transition and 'fall back'. If the recovery time is short enough the real 
world application may not even be aware of the erroneous transition (e.g. the 
conveyor belt will not stop, the gate in the production line will not turn left, the green 
light on a semaphore will not turn on,...). This a fundamental requirement: the discrete 
application  in the control loop must have a quantifiable grace time. Even in a life 
critical application such as traffic light control this time is defined as 80 milliseconds, 
the time to conscious reaction to a visual stimulus.  

Using the available idle time of the controller computer, a model the controlled 
system based on its state transitions is checked for correctness. It takes into account 
the system's present state, previous state and sequence of input events. If an erroneous 
transition is detected the system just corrects its output. This type of error detection 
and recovery can be obtained either by re-execution on the same hardware (if only 
transient faults are considered) or by substitution by a backup controller (if additional 
tolerance to permanent faults is envisaged). 

The proper modeling of a discrete-state application involves the use of a state-
machine approach, in some cases based on the corresponding Petri Net. We adopted 
this model not only for the development of the solution, but also as a tool to support 
error detection. By using the state transition model we can determine the of correct 
path. Thus, as a transition is performed, its validity is checked. Notice that this is a 
means of using the very effective technique of control flow checking [12] but at a 
more abstract level, rather than at the basic assembly-block level. 

As shell be shown later, we also used reset-driven fault-tolerance [13], an error 
removal approach based on resetting systematically the system between two 
consecutive outputs, so that any latent error is flushed by the programmed reset. 
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3   Experimental Setup 

3.1   The Control Application 

The system to be controlled, is an intersection of two one-way roads without 
pedestrian passages.  The right to access the shared area is controlled by a timed 
controller.  This controller implements only one time plan, and cyclically displays the 
light sequence ...→GR →YR →RR →RG →RY →RR →... (Green/Yellow/Red). 
The low-level meaning of these states can be found in Table 1 which also shows the 
nominal time and design time tolerance for each lamp set. This time tolerance for the 
transition to a new lamp set was defined as 80 milliseconds, a typical figure. 

Table 1. Nominal time for each lamp set stay on 

Lamps On GR YR RR RG RY  RR 
Binary 001 100 010 100 100 100 100 001 100 010 100 100 
Hex 000c 0014 0024 0021 0022 0024 
Decimal 12 20 36 33 34 36 
Time (ms) 1500 1000 500 1500 1000 500 
Tolerance (ms) 80 80 80 80 80 80 

 
The traffic light system is a discrete application where the controller outputs are 

integer values representing the bit patterns of the target signals (e.g. for a pedestrian 
signal the control action ‘10’ means power the “walk” bulb and cut the power to the 
“don’t walk” bulb). The controller mission is to send meaningful messages to the 
traffic signal control equipment in order to regulate the system users. Despite being a 
discrete application, the whole system has some components that react in a continuous 
way: the main sources of grace-time are the electrical equipment (a tungsten-filament 
bulb lamp takes approximately 50-70 milliseconds to generate light) and the users 
(pedestrians and drivers). The human being takes approximately 100 milliseconds to 
detect a stimulus (lamp energized) and conscious reaction to them [14]. The U.S.A. 
traffic controller’s models NEMA and Model 170 [15] also assume time deviations in 
this order of magnitude (100 ms). So, if the controller is fast enough we can correct a 
potential wrong control action without  impact in the overall system. It is the presence 
of these continuous elements that allow the implementation of the fail-bounded 
approach to fault-tolerance since they provide the grace-time to the system. 

3.2   System Behavior Classification 

In our testbed the controller outputs are generated with the execution of a Petri net 
with timed transitions. Each Petri net place has associated one control code. A 
transition is enabled when its input places are all marked and the transition time 
vanishes. An enabled transition is immediately fired. The new control action is 
formed by combining the control codes of the new marked places. The controller 
application is run for seven light sequences cycles (42 different outputs). 
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For each injected fault the system behavior is classified based on value and time 
dimensions of controller outputs. Each control action, CAi, is compared with its 
reference value, CAi

ref, and the time it stays active, CAi
t, must be within CAi

Tref ± 
 CAi

T, the reference time (CAi
Tref) and the design time tolerance ( CAi

T) for this 
control action. 

Each control action is allowed to stay in a 'out-of-control state' for up to 80 
milliseconds, CAi

slack .Therefore the system behavior can be classified as: 

1. Correct – if every control action is correct in value and  time: 
(CAi=CAi

ref)  |CAi
t CAi

Tref | < CAT
i
 , 1 i  42 . 

2. Failure-lazy – if the control actions are correct in value but at least one control 
action remains active too long, greater than its reference time plus design time 
tolerance: (Cai=CAi

ref)  CAi
t CAi

Tref  CAT
i
 )  for some i. 

3. Failure-premature – If a correct control action has a time length too short we 

have an untimely transition: (CAi=CAi
ref) CAi

t CAi
Tref  CAT

i
 )  for some i. 

The system behavior is thus further classified based on the next control action(s) 
as: 
a) Then-lazy – if the next control action is wrong and stays active for too long, 

i.e. greater than the allowed grace-time (CAi+1≠ CAi
ref  (CAi+1 CAi

Tslack).   

b) Transient error (but failure avoided) – if the wrong control action is a 
transient; it stays active with the wrong value during only a short time 
tolerated by the application. 
(CAt

i+1
 CA

i
Tslack) (CA

i+2
= CA

i
ref) (|CA

i
t +CAt

i+1
 + CAt

i+2
 CA

i
Tref | < CAT

i
 )  

4. Failure-raw – wrong control action active for too long: 

 (CA
i
≠ Ca

i
ref)  ( (CAt

i+1 CAi
Tslack) 

Whenever a wrong control action is active only during a short time interval (CAi≠ 
CA

i
ref   CA

i+1= CAi
ref)  we need to look ahead to see what happens because we may 

have a failure or just a transient error such as in case 3. 

3.3   The Experimental Testbed 

The experiments are controlled by a host computer running the RT-Xception EME 
(Experiment Management Environment) software for fault-injection experiment 
management and control. The EME is responsible for fault definition, experiment 
execution and control, outcome collection, and statistical analysis. 

The controller computer is a standard 90MHz Intel Pentium based PC-board with 
8M of RAM. The control application is running on top of SMX© (Simple 
Multitasking Executive) [16], a COTS real-time kernel from Micro Digital, Inc. If any 
error is detected by the intrinsic error detection mechanisms of the system, such as 
processor exceptions or operating system checks, the normal procedure is to flag an 
error and reset the system. A COTS watchdog timer card is used to support the Reset 
Driven Fault Tolerance (RDFT) technique. The controller computer sends its output 
using a serial connection, to a third computer that emulates the application. This  
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computer collects the output produced by the controller for later analysis by the EME. 
This was the same platform used in our previous research on continuous feedback 
systems [5]. 

4   Experimental Observations and Discussion 

We have injected four series of 2611 faults in four different versions of the target 
system. These faults were injected in the most sensitive parts of the traffic light 
controller application: the system constants, the control algorithm and the application 
code that outputs the control action (initial experiments with faults randomly 
generated led to so few effective errors that we decided to focus the injection target). 
Therefore the figures presented below should not be considered as a basis to extract 
more general dependability metrics, but rather as indicative of the effectiveness of 
applying these techniques to discrete control applications. 
The four fault-injection campaigns envisaged the following four scenarios:  

• A baseline system with the control software, without any explicit error 
detection capability. 

• The same system with assertions based on the state-transition model of the 
application. 

• Since we observed a large number of system crashes —thus constraining the 
effectiveness of software assertions— reset-driven fault-tolerance was added 
(assertions + RDFT) 

• To evaluate the effective contribution of the reset-driven approach, the 
baseline system without assertions, with RDFT only was also evaluated. 

 

The global figures for the different experiments are presented in Table 2. The 
columns represent the different outcomes observed: a correct behavior (i.e. outputs 
followed the reference execution), the occurrence of fail-silent violations (erroneous 
output without ever being detected as such); this column represents the erroneous 
behavior presented in section 3.2. Finally, the occurrence of a system failure either 
with internal detection (triggering a reset) and without (system crash). In the case of 
unexpected system crash the table also includes the number of erroneous output 
before crashing (fsv). Each field shows the number of faults and the corresponding 
percent figure. Each series involved the injection of 2611 effective faults (the 
situation where there was a confirmed change in the internal system state, e.g. a 
register modified). The last column presents the total number of fail-silent violations 
(FSV) including those followed by a system crash. 

The first relevant observation is that the addition of assertions to the baseline 
system degraded rather than increased the correct behavior of the system (45,2% 
instead of 59,9%): the additional complexity increased the probability of failure. 
Thus, since we are injecting faults focused in the most sensitive parts of the 
application, the overall dependability decreased. However, the number of erroneous 
output generated (regardless of a later crash), is significantly reduced from 4% to a 
marginal 0,7%. This means that, as an error detection technique, the software 
assertions based on checking the correctness of the state transition were really  
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Table 2. Global experimental observations 

 

effective. However, this effectiveness comes at a high price: the total number of 
system failures (crashes and forced reset) has grown from 40% to 54.7%. These 
preliminary observations indicate that an error detection increase may have to be 
traded by reduced availability (which is, nevertheless, a common trade-off). However, 
the fail-bounded model for discrete systems mandates that the correct state must be 
restored as soon as possible, which is prevented by this large number of total system 
failures. 

The following scenario adds reset-driven fault tolerance (RDFT) to the assertion 
checks, i.e. the controller is continuously performing a hot restart whenever a control 
action is output and the assertion checks are executed afterwards, when the system 
state has been flushed from latent transient errors. The observations show a dramatic 
decrease on the total number of system failures (from 54,7% to 4,4%. This  is  a direct 
consequence of using the reset-driven approach since it is based on resetting 
systematically the system between two consecutive outputs, thus any latent error that 
would force a system reset or eventually lead to crash is flushed by the programmed 
reset. In a previous paper we have already demonstrated the impressive effectiveness 
of this technique [13] and it shows again its potential in this system. The most 
remarkable effect is the increase in the correct behavior (from 45,2% in the assertion-
only system to 95,4%). Interestingly enough, the number of pure fail-silent violations 
grows slightly (from 0,1% to  0,2%). However, we are now dealing with a very 
reduced number of faults, thus these figures are not statistically meaningful, only 
indicative (the 0,1% figure represents 3 out of 2611 faults injected). It must be 
stressed that these are not median figures, but results derived from a subset of faults 
injected in the most sensible parts of the system, thus where the presence of the 
techniques is most visible. 

Since the RDFT approach seems so effective, it remains to be understood its raw 
contribution to the final figures, i.e. whether the dependability increase is due mostly 
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to the RDFT or to the use of assertions. This was the motivation behind the fault-
injection campaign experiments involving the baseline case without assertions, using 
RDFT only. In this scenario we observed a slight decrease on the number of correct 
outputs generated (from 95,4% to 94,4%) and a similar increase on the system failures 
(from 4,4% to 5,4%). This indicates that the small variation in the correct outcomes is 
directly related to the number of failures prevented. Anyway these variations are not 
conclusive since they fall into the statistical error margin. This result indicates clearly 
that the RDFT technique is the major responsible for the stability of the system in 
what concerns correct output generation versus number of failures: the RDFT sets a 
baseline of around 95% of correct behavior and a remaining 4% to 5% situations 
where the assertions can show its effectiveness.  

Thus, the remaining point is to evaluate the error detection effectiveness of 
assertions, i.e. whether the controller has output erroneous values before failure 
whenever it crashed. This is the rationale behind the final column of Table 2. In this 
column we highlight the total number of FSV observed, including both the 'pure' fail-
silent violations (erroneous output without ever being detected) and those followed by 
crash. As can be seen, the fail-silent violations are lower whenever assertions are 
used: this is its main contribution to the dependability of the system. 

We can now conclude that the global figures indicate clearly that RDFT assures the 
maximum system stability (preventing crashes) and assertions minimizes the 
generation of erroneous output (FSV). This combined effect guarantees time-bounded 
errors thus allowing the extension of the fail-bounded model into the broader field of 
discrete control applications. 

5   Conclusion 

In this paper we presented an experimental evaluation showing that the failure 
bounded model can be extended from continuous feedback applications to discrete 
systems whenever in the control loop there is a physical system possessing grace 
time. In such systems the failure boundedness can be applied in the time domain, i.e. 
by constraining the duration of an erroneous state-transition. To support this 
approach we adopted the reset-driven fault tolerance technique to guarantee that the 
occurrence of crashes is dramatically reduced, associated to assertions based on the 
state transitions to prevent the occurrence of erroneous outputs. The experiments 
presented show a tenfold decrease of controller crashes from 40% to 4,4% and a 
reduction of erroneous undetected transitions from 4,0% to 0,7% of the 2611 faults 
injected in the most critical parts of a traffic light control software. These figures 
support the extension of the fail-bounded model into the broader field of discrete 
control applications. 
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Abstract. Software for space applications requires significant testing. This 
paper presents an evaluation of the CoFI testing methodology as applied to 
actual space software, where deterministic fault cases derived from state-based 
models were executed using the software-implemented fault injection 
technique. Different models were used to represent the behavior of embedded 
software in a real satellite computer under the presence of both normal inputs 
and external faults in communication, processor, and memory. CoFI 
methodology was used for model construction, the Condado tool for test 
derivation, and the QSEE-TAS tool for test execution. In total, 8,620% of 471 
fault cases detected errors in the software; this is a very large number, and more 
so considering that the software had already been tested by the company which 
developed it before being subject the CoFI methodology.  

Keywords: deterministic fault injection, software testing method, state-based 
models. 

1   Introduction 

The testing phase in software development lifecycle has attracted software engineer 
attention to answer the question, “how can one test a complex embedded software in a 
short time without losing testing accuracy?”  

Model-based test techniques have been used for protocol conformance testing to 
complement the ISO practical testing guides, checking the implementation with 
respect to a specification written in a formal notation [12], from which tests are 
automatically generated [5], [8], [18]. 

A set of conformance test cases aims to establish that a given Implementation 
Under Test (IUT): (i) performs all functions of the original specification over the full 
range of parameter values and (ii) can properly reject erroneous inputs in such a way 
that it is consistent with the original specification [11]. These test cases generate a 
certain number of detected errors, but for dependability assessment, fault injection 
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methods are recommended. Fault injection execution is an activity highly dependent 
on the facilities provided by the test environment [3], [6] and constraints in test 
execution impose constraints in test generation. The CoFI (Conformance and Fault 
Injection) testing methodology [1] was designed to help determine which faults to 
inject using the same principles as model-based techniques “starting from a textual 
specification towards formal models” [13]. Thus, CoFI reinforces the systematic 
derivation of test cases that may be executed with software-implemented fault 
injection (SWIFI). 

This article presents the results of the use of CoFI to define which tests should be 
generated to validate the SWPDC (SoftWare embedded into the Payload Data 
Handling Computer (PDC)) that is intended to be part of a scientific X-ray instrument 
onboard of the MIRAX satellite under development at the National Institute for Space 
Research (INPE), Brazil. This software was developed by a private company and 
delivered to INPE as part of INPE’s Quality of Space Application Embedded 
Software (QSEE) research project of the [15], [16]. 

The paper is organized as follows. Section 2 presents an overview of the SWPDC. 
Section 3 shows the testing tools that were used. Section 4 explains the CoFI 
methodology applied to the SWPDC. Section 5 discusses the test results. Finally, 
Section 6 presents pertinent conclusions. 

2   Overview of the SWPDC 

Figure 1 illustrates the SWPDC software in charge of collecting scientific data from 
the Event Pre-Processors (EPPs); executing commands from the main on-board 
computer (OBDH); generating housekeeping data; performing data memory 
management, loading programs, and detecting external faults that can occur at 
anytime, as is typical in computer space systems. 

 

Fig. 1. Context of the SWPDC 

Given that the SWPDC is a software embedded in a satellite computer, it is 
exposed to space radiation, which may cause Single-Event Effects (SEEs) like the 
Single Event Upset (SEU) and Multiple Bit Upset (MBU). A single bit flip in a digital 
device is an example of SEU. When several memory bits are upset during the passage 
of the same particle it is a MBU [10]. 

The SWPDC also implements error detection mechanisms for Single and Double 
memory errors, which are "soft" bit errors, in that a reset or rewriting of the device 
causes normal behavior thereafter.  

To detect processor errors the SWPDC is linked to a Watchdog circuit. A 
watchdog circuit is a computer hardware-timing device that indicates a problem if the 
software neglects to regularly reset the circuit. Exception handling mechanisms exist 
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to treat communication faults. No complex action to treat such errors is required; 
however, all errors that occur are reported via housekeeping data transmitted to the 
Ground System.  

3   Test Environment 

For the sake of validation, the SWPDC was treated as a black-box whose interactions 
with the test environment are only through Points of Control and Observation (PCOs). 
Figure 2 illustrates the test environment where the circles around the SWPDC box 
indicate the PCO’s. The external inputs were all simulated. The dashed arrow from 
the Watchdog Circuit Simulation and to the Watchdog Error Simulation denotes the 
SWPDC did not send the watchdog timer signal within the expected period of time. A 
special circuit triggers Simple and Double memory errors, while another circuit 
controls the temperature. The EEP Simulator generates the scientific data and the 
QSEE-TAS (Automatic Software Testing) tool [17] simulates the OBDH. 

Tester 
Test Cases

Test 
Data base

Software Test
Reports 

RS-232

USB SWPDC RS-232

Temperature 
Simulation

Clock Generator

Simple Error, 
Double Error 
Simulation

Watchdog 
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Simulation

Watchdog 
Error 

Simulation

Power Supply

Digital Digital Digital 

ADC Digital Ext Int

QSEE-TAS tool 
         /OBDH simulator EPP Simulator

Condado

Models

 

Fig. 2. The Test Environment. Legend: Ext Int = External Interruption; USB = Universal Serial 
Bus; ADC = Analog-to-Digital Converter. 

The QSEE-TAS tool also includes facilities for test configuration, execution, 
reports, management of the test cases produced by Condado or produced manually, 
and SWIFI mechanisms that accelerate the occurrence of communication faults in 
commands produced by the OBDH. This mechanism assigns unspecified and/or 
incorrect values to fields of the commands to corrupt messages, repeat or delay 
commands. So far, injection of memory and processor faults has not been automated, 
so the tester manually interfered in the respective PCO to trigger these types of faults. 

The Condado tool [14] automatically derives test cases from state-based models. 
This tool is based on a theoretical approach of graphs and implements the switch-
cover algorithm [7]. Since Condado generates all test cases in the same format: 
“senddata (pco,input1) recdata(pco,output1) senddata 
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(pco,input2) recdata()…”, a converter that takes specific inputs (indicating 
faults to be injected) of the fault cases and produces pre-defined faults was built, 
thereby permitting QSEE-TAS to execute the test cases produced by Condado 
directly. 

4   CoFI Testing Methodology Applied to the SWPDC Software 

CoFI systematizes the creation of partial models of IUT behavior that are employed 
in automated test methods to generate test cases. In other words, instead of designing 
a very complex model of software behavior under normal and faulty inputs, which 
could lead to an explosion of the number of test cases produced from this model, 
several simpler models are built. The behavior of an IUT is modeled for each service 
the IUT provides. Scenarios for normal and exceptional behavior are mapped into 
several state-based models [2], taking into account the fault types (or the fault model, 
the term used by the Fault Tolerance community), which describe the way the 
hardware or software component can fail, an important step for fault injection 
purposes. 

4.1   Creating the SWPDC Models  

In this study, we identified the SWPDC inputs that could be executed in the test 
environment as the commands that characterize the IUT’s services. Inputs that could 
not be executed were not considered, such as duplication and delay in commands 
coming from an EPP. Next, we defined a syntax for the inputs and outputs used in the 
models. An input carries information on command, channel (the physical 
representation of the PCO), and faults. Inputs preceded by Cmd indicate commands 
arriving from the OBDH, so the PCO was defined implicitly. The symbol {badcks} 
indicates the injection of a checksum error, while {sup} indicates the suppression of a 
field from the command. Inputs with no faults are all the commands of the PDC-
OBDH and PDC-EPP communication protocols (see Figure 1).  

Specific inputs indicate the faults to be triggered by the QSEE-TAS tool. The 
following information may be obtained from such inputs: a) channel-identification; b) 
number of times the command is repeated; c) delay time (in milliseconds) to wait 
before sending the command; d) special processing (to calculate checksum or to 
suppress command fields). Table 1 presents all the fault types accounted for in 
SWPDC; and sample inputs are also described for each fault type. 

Eleven services were identified for the construction of the state-based models. The 
SWPDC service behavior was represented in scenarios for normal situations (Norm); 
specified-exceptional situations (SExc); sneak paths (SPat)1; the presence of the 
communication faults such as command corruption, truncated and delay/early 
commands (Com); and the presence of memory and processor faults (M&Pr). 
                                                           
1 A sneak path [4] is a path in the model that contains unlikely inputs for a given state. To help 

identify sneak path scenarios the tester creates a state table and completes it with the valid 
inputs against all states, then, create models that represent out-of-order and duplicated 
commands, which are two common types of communication faults. 
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Table 1. Fault types covered by the SWPDC and sample of specific inputs 

Fault Type Examples of specific inputs  Input description 
CmdTurnOnEPP2,CKS{badcks} The Turn On EPP2

command will have an 
error in checksum field.    

Corrupted data 
 field values 

CmdPrepMemoryDumpData,Me
m,18,EndI,8000,EndF,FFFF 

The Prepare Memory 
Dump command will 
have an error in the 
address field.      

Repeated 
command  

CmdTransTestData_2X The Transmit Test Data
command will be 
received twice.Indicates 
a duplication error. 

Out-of-order 
commands 

- Commands are sent in 
an unexpected sequence. 

Truncated – 
command fields 
 are missing 

CmdTurnOffEPP1,NU,{sup}  The third field in Turn 
Off EPP1 command will 
be suppressed.  

C
om

m
un

ic
at

io
n

Delay/Early – 
 command 
arriving 
after/before the 
specified time 

ObsEndT T time-units will expire. 
This input is preceded 
by an action to start a 
timer in T time-units. 

Simple error ObsSingleError   A Single Event Upset 
will occur 

M
em

or
y

Double error ObsDoubleError  A Multiple (double) 
Event Upset will occur 

First occurrence 
of  Process-fault 

ObsErrorProc1  First indication of the 
watchdog  

P
ro

ce
ss

Second 
occurrence of 
Process-fault 

ObsErrorProc2   Second consecutive 
indication of the 
watchdog 

 
Table 2 lists the services and the distribution of the 97 models by services and by 

scenario type. In general, each set of faults of the same type was mapped in a distinct 
model, except for memory and processor faults. The grey columns indicate the 
models that produced fault cases. 

The model of the single scenario for M&Pro of the S4-Test Data service is 
illustrated in Figure 3. This model shows that under the presence of one memory error 
(represented by the specific input ObsSingleError) the SWPDC reacts by correcting 
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Table 2. Services x models 

Services Models Total 
 Norm SExc SPat Com M&Pr  

S1 Initialization 2 1 1 1 1 6 
S2 Scientific data 2 2 1 1 1 7 
S3 Housekeeping 3 3 3 1 1 11 
S4 Test data 2 4 4 1 1 12 
S5 Diagnostics 2 4 4 2 2 14 
S6 Memory dump 5 3 5 2 1 16 
S7 Change operat mode 1 0 0 0 1 2 
S8 Load&execute program 1 5 4 3 2 15 
S9 OBDH msg syntax 1 0 0 1 0 2 
S10 EPP msg syntax 1 0 0 1 0 2 
S11 Special commands 4 0 0 2 4 10 

Total 24 24 22 13 14     97 

 
the error (represented by the ObsCorrectError output), reporting the event in 
housekeeping reports (ObsWriteHkReport) and remaining in the same state. But, 
under a double memory error (ObsDoubleError), where SWPDC is not required to 
correct the error, only a report is produced. In the presence of the first occurrence of a 
processor error (ObsErroProc1), it reports the failure, but in the second occurrence 
(ObsErroProc2), a reset makes the SWPDC return to its initial state (Standby). 

5   The Fault Injection Experiments 

Each model was submitted to the Condado tool. In the IUT models a transition 
represented an input and the expected corresponding output produced in reaction to 
that input [11]. This means that the test cases generated by Condado are ordered sets 
of inputs and outputs, comprising a path from the initial state to a final state. The set 
of test cases, therefore, covered all branches of each model at least once.  

External faults added to the set of inputs normally accepted by the SWPDC define 
the generation of fault cases, which have specific inputs and input data that characterize 
the fault to be injected, so each fault case is considered a fault injection experiment.  

Table 3 shows the distribution of the errors detected by the fault cases in one 
campaign. In total, 451 fault cases were generated in 770 test cases produced from the 
models, resulting in 39 detected errors. Processor and memory faults were modeled in 
a single model (M&Pr), but fault cases and the errors detected were computed 
separately. There were 2 more processor errors than memory errors detected. The 
fault cases of communication were derived from the SPat and the Com models. The 
disproportionate number of communication fault cases reflects the research priority 
for identifying communication errors. 
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Fig. 3. State-based model representing processor and memory faults 

Table 3. Fault type x detected errors 

Fault Type Fault injection experiments Detected Errors 
Communication 283 31 
Processor  80 5 
Memory 88 3 

Total 451 39 

 
The other 319 test cases generated from Norm and SExc models resulted in only 12 

errors. Thus, CoFI was able to identify a significant number of errors in a relatively 
small number of fault cases. This suggests the CoFI methodology identified likely 
errors successfully when pre-defining which faults to inject, confirming the 
advantages of deterministic fault injection methods [9]. 

6   Conclusions 

Considering that we were going to validate software supplied by a competent team 
from a prominent Brazilian Software industry to INPE, which was developed under 
rigorous quality assurance rules, we expected to find very few errors. The results 
surprised us as 51 errors were yet found.  

Since the models reflected the software behavior based on information obtained 
from the textual documents such as protocol specification, technical specification, 
software design, and manual, all non-conformances between code and document were 
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computed as a detected error. These errors were classified as 45% only code errors 
33% only document non-conformance errors and 22% code and document non-
conformance errors. 

The results pointed out that focusing on the faults is more effective than on the 
normal behavior for validation purposes. Since models were grouped by fault types, 
the set of automatically generated fault cases were distinguishable by their fault types 
and statistical calculations on the tests were facilitated. 

The INPE test team worked independently of the industrial development team to 
create the models. Obviously, the greater effort to create the models was compensated 
by the superior test organization CoFI achieved in comparison with previous ad hoc 
test designs. The models served as guides to focus the tester’s attention to the faults 
and exceptions that could occur during the software’s operation, leading to the design 
of situations the developers had not thought of. One example is for OBDH to require 
data during SWPDC initialization service.  

Future work is required to verify whether other types of errors are identified when 
test models are combined. In order to make the CoFI testing methodology applicable 
to any space application, the adoption of a standardized test language to represent the 
inputs and outputs seems to be important as well. 
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Abstract. Third-party software certification should attest that the software 
product satisfies the required confidence level according to certification 
standards such as ISO/IEC 9126, ISO/IEC 14598 or ISO/IEC 25051. In many 
application areas, especially in mission-critical applications, certification is 
essential or even mandatory. However, the certification of software products 
using common off-the-shelf (COTS) components is difficult to attain, as 
detailed information about COTS is seldom available. Nevertheless, software 
products are increasingly being based on COTS components, which mean  
that traditional certification processes should be enhanced to take COTS into 
account in an effective way. This paper proposes a mean to help in the 
certification of component-based systems through an experimental risk 
assessment methodology based on fault injection and statistical analysis. Using 
the proposed methodology the certification authority or the system integrator 
can compare among components available the one that best fit for the system 
that is assembling a component that provides a specific functionality. Based on 
the results it is also possible to decide whether a software product may be 
considered certified or not in what concerns the risk of using a COTS into the 
system. The proposed approach is demonstrated and evaluated using a space 
application running on top of two alternative COTS real-time operating 
systems: RTEMS and RTLinux. 

Keywords: Component-based system certification, Experimental Risk 
Assessment, Fault Injection. 

1   Introduction 

Modern society is highly dependent on computers and software. Currently, software is 
recognized as the most complex and error-prone part of computer based systems. 
Thus, software reliability is increasingly important and software products certification 
is more crucial than ever.  

In many cases, software certification is mandatory by law (e.g., software for 
medical equipment, avionics, telecommunications, etc), and even when certification is 
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merely recommended it still constitutes an important product marketing argument. 
Traditional quality certification standards are focused on the software development 
process (e.g., ISO/IEC 12207, Capability Maturity Model - CMM, Capability 
Maturity Model Integrated - CMMI). However, the certification of software products 
for safety and business critical application must consider both the development 
process and the product intrinsic quality. Several certification standards targeting 
software products have been proposed (e.g., ISO/IEC 12119, ISO/IEC 9126). This 
trend for software product certification (in addition to software development process 
certification) is gaining ground. Recent ISO standards are now focusing on 
component certification, such as the recent draft for software component quality 
certification ISO/IEC 25051 [21]. 

Due to the pressure on time and cost, the integration of components that already 
have been used and tested in other systems (very often, common-off-the-shelf – 
COTS – components) has become particularly attractive. The objective is to build 
new software products capitalizing on previously work that can be immediately 
deployed in new contexts. This software development practice introduces a false 
sense of safety, as the components have already been used, and constitutes a 
pragmatic way of coping with the very high complexity of most software products, 
while it also reduces time to market, cuts development costs, reduces maintenance 
costs, and potentially improves quality. All these beliefs are based on the assumption 
that the components have been well tested previously [23]. However, the reuse of 
COTS in new systems introduces new problems, as software developers (who also 
assume the role of software integrators) often do not have access to detailed 
information on the COTS components they use (development and testing 
methodologies, component architecture and source code). Also, the new operational 
conditions may differ substantially from those the components were initially designed 
for, which may expose hidden software faults in the components or originate 
interoperability problems between components [52]. In short, the use of COTS in new 
software products represents a risk for the system in which these COTS are integrated 
and must be specifically addressed in software product certification.  

In spite of introducing new risks of failure, component-based software 
development with intensive reuse of components is a solid trend in the industry and is 
not likely to disappear, as the alternative would be the much more expensive write-
from-scratch approach. Therefore, the choice of the right (i.e., less risky, reliable and 
robust) COTS components is an essential task and software product certification may 
be required by acquirers in order to accept software components. Despite the 
consciousness about its importance, software component certification it is still 
immature and much research is needed [33]. 

This paper proposes a methodology to certify software components within a given 
system and environment. The approach uses software fault injection [10] to measure 
experimentally the impact of the activation of realistic residual faults in the COTS 
component on the enclosing system. The proposed methodology combine the use of 
well established software complexity metrics [28, 47] with statistical analysis to 
estimate component fault proneness. Combining all measurements, an experimental 
risk assessment technique is proposed to evaluate the risk represented by the use of a 
given COTS in the product under certification. The risk is estimated using the 
classical risk equation that estimates risk as the probability of occurrence of an 
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undesired event and the impact (cost) of the resulting consequences. The proposed 
risk assessment methodology can help the software evaluation team to reach software 
system certification. Our proposal integrates the experimental risk assessment 
methodology in the evaluation process following ISO1/IEC2 14598 standards 
considering the quality in use metrics as proposed by ISO/IEC 9126 software product 
standard. The selection of both standards is justified by the complementary 
characteristics presented by ISO/IEC 9126 and ISO/IEC 14598, which together 
consider software product and process. 

Our goal with this work is the certification of software products that integrate 
COTS and to enable the comparison of different versions of the software product 
when competitive COTS that provide the same functionality are integrated in each 
version allowing the certification of the best version presented. 

The proposed approach is demonstrated and evaluated using a satellite data 
handling application used by the European Space Agency running on top of two 
alternative COTS real-time operating systems: RTEMS and RTLinux.  

The remainder of this paper is organized as follows: the next section presents a 
survey of software certification, software risk assessment and the related works more 
relevant to our own. Software certification using experimental risk assessment is 
presented in Section 3. The case study results are discussed in Section 4. Section 5 
concludes this work summing up the main contributions. 

2   Software Certification and Risk Assessment: Survey and 
Related Work 

The methodology proposed in this paper is aimed at the certification of a component-
based system that has a COTS software product among its components. The proposed 
certification is based on risk evaluation, which in turn is supported by two research 
lines: the use of software metrics to estimate component fault density and the 
injection of software faults to evaluate the cost of component failures. 

2.1   Software Certification  

Certification is defined as “procedure by which a third-party gives written assurance 
that a product, process or service conforms to specified requirements” [12]. 
Certification is the process in which a certification authority issues a certificate 
document to show that the solicitant abides the principles set out in a specific 
standard, i.e., certifies that a given entity fulfills a set of quality properties previously 
established in a given standard. Different standards focus on different sets of 
properties.  

Certification in the software domain can be applied to the software development 
process (e.g., ISO/IEC 12207, Capability Maturity Model - CMM, Capability 
Maturity Model Integrated - CMMI) or to the software product (e.g., ISO/IEC 12119, 
ISO/IEC 9126, ISO/IEC 25051). Our work is focused on the certification of software 
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product and not on the certification of the software development process. Reliability 
and safety are typical examples of characteristics required in software products 
certification.  

Concerning software component certification, Councill [8] presents set of 
requirements to guarantee software component quality. That work emphasizes the 
importance of the estimated risk and the identification, in early software life cycle, the 
correct implementation of specified requirements among others suggestions to 
improve software quality. Our work can help in the risk estimation based on early 
prototype.  

The work presented by Stafford and Wallnau [45] proposes a model in which 
several actors participate in the software component development and receive the 
responsibilities on the software component quality rather than vesting trust in third-
party certification authority. Different actors with distinct roles to play in a 
component-based development paradigm may interact in a variety of ways to achieve 
trust. Morris [33] also views the developers' self-certification as a viable alternative to 
independent certification and proposes a software component certification that 
developers supply, in a standard portable form with the software package, a way so 
that the customers are able to manage the certification process they need. Using this 
standard, the costumers can determine the quality and suitability of the purchased 
software in their application context. This approach has the disadvantage of requiring 
the users to build the tests incurring in costs of resources and time. 

Following a different approach, Voas [50] suggested that independent agencies 
such as software certification laboratories should assume the role of software product 
certification and suggests that the only approach that consumers can trust is the 
certification provided by agencies that are completely independent from the software 
product providers. The methodology proposed in that work uses three quality 
assessment techniques: (i) component black-box testing to verify component quality, 
(ii) fault injection to determine how well a system tolerates a failing component, and 
(iii) operational system testing to determine how well the system will tolerate a 
properly functioning component. The methodology can help developers to decide 
whether a given component is appropriated for integration in the intended system. 
Voas [51] also emphasizes that current certification practices are highly process-
oriented and suggests that mere best practices guidelines for the development process 
are not enough to guarantee high-quality software. The work presented by Voas [50] 
also proposes a high-assurance certification based on desirable-behavior testing 
(addresses the operational input scenario), abnormal testing (addresses abnormal input 
scenarios), and fault injection (addresses failures in any subsystem, hardware or 
external environment). If the software product passes these tests (e.g. the product 
behaves as expected), then it is certified as high-assurance software. Our work also 
considers fault injection. However, we use only fault types that are representative of 
residual faults, according to previous research [10], and derive the probability of fault 
activation. Additionally, we use complexity metrics to estimate the probability of the 
component having residual faults [32]. 

The work presented in [37] focuses on safety certification using the notion of risk 
assessment of software systems, including systems that use COTS. The proposal 
includes an iterative process for safety certification focusing on the software product 
development process. According to that proposal, the safety verifications are done in 
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parallel with software development. That work ([37]) emphasizes the relevance of 
both static and dynamic characteristics of software evaluation but does not specify 
how to deal with them. Our work combines static (software complexity metrics and 
statistical analysis to estimate component fault proneness) and dynamic (fault 
injection to measure experimentally the impact of fault activation) characteristics of 
software to estimate the risk that a COTS component can present to the whole 
software product.  

The ISO/IEC 9126 standard [20] defines a software quality model which has been 
used as a reference for the evaluation of software quality. This standard is composed 
by the ISO/IEC 9126-1 quality model, the ISO/IEC 9126-2 external metrics, the 
ISO/IEC 9126-3 internal metrics, and the ISO/IEC 9126-4 quality in use metrics. The 
main goal of this standard is the identification of the software quality attributes that 
can be described by suppliers (internal and external attributes) aimed at 
evaluation/selection of COTS. The ISO/IEC 9126 standard does not describe specific 
quality requirements for software; instead it defines a quality model that can  
be applied to any kind of software product. According to ISO/IEC 9126, the quality  
of a software product is defined by three aspects: the internal quality (internal 
characteristics such as static models, source code, documen-tation, etc.), the external 
quality (external characteristics such as the visible effects in the application 
environment), and the quality in use (considers the customer point of view of the 
software product and is useful to show the component behavior in different 
environments) [7]. The ISO/IEC 9126 standard is a generic software quality model 
and it is very difficult to apply to COTS components.  

The ISO/IEC 14598 [19] standard is a complement to ISO/IEC 9126 and provides 
the guidelines for the evaluation of software products using ISO/IEC 9126. In 
practice, both standards are used in conjunction. The process can be used to evaluate 
both finished products and products still under development. ISO/IEC 14598 is 
composed of six parts: 14598-1 addresses internal metrics, 14598-2 and 14598-6 
address support evaluation, 14598-3, 14598-4 and 14598-5 refer to evaluation 
process. ISO/IEC 14598 suggests that an evaluation module is defined for each 
measure that is required for the software certification. An evaluation module is “a 
package of evaluation technology for measuring software quality characteristics, sub-
characteristics or attributes” [19]. A package is a set of evaluation methods and 
techniques, inputs to the evaluation, data to be measured and collected, supporting 
procedures and tools. The evaluation technology is composed by techniques, tools, 
metrics, measures and relevant technical information used for evaluation. Through an 
evaluation module, the detailed information to get the measurements is well 
documented and represents a mean to obtain a repeatable, reproducible and objective 
evaluation. 

The ISO/IEC 12119 [18] defines quality requirements for software packages and 
provides guidelines to conduct the tests to assert the conformance of the software to 
the standard. The ISO/IEC 25051 standard [21] is an improvement of the ISO/IEC 
12119. It focuses on COTS software products and specifies quality requirements 
which address test documentation, test cases and test reporting. ISO/IEC 25051 
provides the instructions to evaluate the conformity to the standard. It also includes 
recommendations for safety of business critical COTS software products. The main 
goal of this standard is to provide the user with confidence that the COTS software 
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product performs as offered and delivered. This standard does not address the 
development process quality of the COTS software supplier. Our approach differs 
from this one as our focus is the COTS software product when it is integrated in the 
larger system. 

2.2   Software Risk Assessment 

Many studies have tried to minimize the problems associated to software faults and 
estimate their risk with particular emphasis on studies on software testing, software 
reliability modelling and software reliability risk analysis [28, 34, 17, 24].  

Risk is often assessed based on heuristics [3] or on rigorous analysis using 
statistical models such as software reliability modeling to estimate the compo- 
nent failure likelihood [28, 44] and hazard analysis to estimate the consequence of 
failures [25].  

The software risk assessment equation used in most of the literature is basically the 
same and combine the probability of fault in a given software component and faults 
impact (or cost). However, the equation is interpreted in different ways, depending on 
the approach used for risk assessment. Rosenberg works [39] uses CK metrics and 
threshold values to estimate the fault proneness. The failure cost based on field data 
and the operational profile is the approach used in [43] and [1] considers the 
component exposure in the point of view of the customer and in the point of view of 
the vendor to estimate the system risk.  

Complexity metrics have been used in many studies that show the relationship 
between component complexity and error proneness [36, 24, 11]. The study presented 
in [4] experimentally validates object-oriented design metrics as quality indicators to 
predict fault-prone classes and concludes that several of these metrics appear to be 
useful to predict class fault-proneness. However, the usefulness of complexity metrics 
to estimate error proneness is not consensual. Fenton [13] shows that the use of static 
metrics to estimate runtime errors does not hold in some cases and Menzies et al. [30] 
presents some explanations for this apparent contradiction and reinforces the 
usefulness of static code metrics as probabilistic predictors when a large amount of 
data is analyzed in order to generalize the results.  

The Failure Mode and Effect Analysis (FMEA) technique [25] is widely used to 
estimate the impact of component failures (known as severity analysis in the context 
of FMEA). This technique is widely used in the development of software for highly 
regulated application areas and is suggested as a systematic method that should be 
used in nuclear software [48], health software [16], and aircraft systems [46] among 
others.  

Experimental evaluation of the impact (cost) of failures using fault injection and 
robustness tech-niques is widely used approach that allows the observation of the 
system behavior in the presence of faults [2, 22, 50] when these faults are artificially 
inserted into the system under test. Fault injection allows testers to better understand 
how the system under test behaves in the presence of faults, and thus estimate the 
consequences of the activation of the unknown residual faults in the system.  

Most of the fault injection works actually inject faults that emulate hardware 
transient faults. Very often, faults are injected using Software Implemented Fault 
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Injection (SWIFI) tools, but even these tools just emulate hardware transient faults. 
The problem of injecting representative software faults was proposed in [6] in the 
context of IBM´s Orthogonal Defect Classification (ODC) [5]. Madeira [29] showed 
that typical fault injection tools are unable to inject a substantial part of the type of 
faults proposed in [6] and the method requires the knowledge of previous faults in the 
target system. 

The first practical technique to emulate realistic software faults with acceptable 
accuracy was proposed in [9]. This technique named Generic Software Fault Injection 
Technique (G-SWFIT) is based on a field study that analyzed and classified software 
faults in a variety of open-source programs. We use this technique in our proposal to 
evaluate the impact of a failure of a given software component in the overall system. 
Section 3.2 presents some details of this technique. 

The use of fault injection to estimate risk has not been addressed in the literature, 
especially what concerns software risk. To the best of our knowledge, the only work 
that used fault injection to estimate software risk is our previous work [32]. In the 
present paper we propose the use of experimental risk assessment in the software 
certification, including software products based on COTS components that generally 
complicate the certification process, as COTS characteristics are often not fully 
available. 

3   Software Certification Using Experimental Risk Assessment 

To certify a software product a complex process is needed to assure the conformity to 
software products requirements and a set of documents, general information, test and 
validation must be prepared following a specific standard. Certification becomes even 
more difficult when COTS components are part of the software system. Regulations 
and standards required to certify the software product may not apply to the component 
that developers intend to use. It is largely accepted that the use of COTS increases the 
probability of system failure [50, 52, 53] and represents a risk to the overall software 
system [52]. Thus, risk is one of the most important measures that must be considered 
to certify software system.  

ISO/IEC 9126 [20] considers risk as an attribute of safety (quality in use metrics). 
The proposed certification strategy can help this particular evaluation and ensure that 
a software product conforms to a pre-defined level of risk. Other certification 
requirements are also necessary but we focus only on the aspects related to the risk 
evaluation. 

3.1   Quality Model and Evaluation Process 

A quality model consists of a set of quality characteristics, each of which is 
decomposed into a set of quality sub-characteristics. A set of characteristics and sub-
characteristics made ISO/IEC 9126 [20] a quality model that focuses on software 
product and group these characteristics and sub-characteristics on internal quality, 
external quality and quality in use.  

Our work is focused in metrics of quality in use as we are interesting in the 
evaluation of the quality of a COTS component when it is integrated in a specific 
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software system. Safety is a quality in use sub-characteristic and considers risk as an 
attribute. Our work can help to obtain a relative measure of this specific attribute. As 
a first approach, this relative measure does not represent the real software risk, but it 
is useful to compare with a threshold that considers its limitation or help in choosing 
among several COTS components (that provide the same functionality) the best one 
to compose the specific software. 

ISO/IEC 14598 [19] can be used in conjunction with ISO/IEC 9126. ISO/IEC 
14598 guides the planning and the execution of a evaluation process of software 
quality product. According to ISO/IEC 14598 the fundamental characteristics 
expected in the software products evaluation process are repeatability (same product, 
with the same evaluation specification as done by the same evaluator, must produce 
results that can be accepted as identical), reproducibility (repeated evaluation of a 
given product by different evaluators must produce identical results), impartiality (the 
evaluation must not be influenced by any result in particular) and objectivity (the 
results are not influenced by evaluator’s feelings or opinions). The Evaluation Process 
as proposed by ISO/IEC 14598 standard encompasses five activities: Evaluation 
Requirement Analysis, Evaluation Specification, Evaluation Design, Carrying out 
Evaluation and Conclusion.  

3.1.1   Evaluation Requirement Analysis 
This activity presents three sub-activities: (i) to establish the evaluation purpose; (ii) 
to identify products types to be evaluated; (iii) to specify quality model.  

Figure 1 presents a schema that shows these activities for our case and emphasized 
the quality in use metrics, particularly in safety metrics that are the focus of our 
quality model.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Evaluation Requirements Analysis Activities 
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3.1.2   Evaluation Specification 
Evaluation Specification activity also presents three sub-activities: (i) to select 
metrics; (ii) to establish the score level; (iii) to establish the judgment criteria. 

The metric chosen was the estimation of the risk represented by use of a given 
COTS in the software product under certification. Note that the value resulting from 
the estimation of risk should not be interpreted as an absolute estimation of the 
probability of failure. Instead it should be understood as a metric on risk mainly 
intended for comparison purposes. Despite our focus on COTS, the technique can 
actually be applied to any component of the target system. 

Our goal is to provide a quantitative measure of the risk of system S having a 
failure (e.g., to produce erroneous results, or to experience a safety failure, or a timing 
failure, or a security failure, or become unavailable, etc.) due to a faulty behavior in 
component C caused by the activation of a residual software fault f in that component. 
Equation (1) shows how to estimate the risk. 

   RiskC = prob(fC) * cost(fC) (1) 

The term prob(fC) represents the likelihood of the existence of residual software 
faults in component C, i.e., corresponds to the component fault-proneness. To 
estimate this likelihood we propose the use of well-established software complexity 
metrics [28, 47] and a logistic regression analysis based on these metrics [4]. The 
term cost(fC) represents the impact of the activation of faults in component C, in this 
work measured by software fault injection. If the injection of faults in a given 
component shows that a large percentage of faults cause a strong impact in the system 
(high cost(f)) and the likelihood of faults in that component is high (high prob(f)), 
then the component represents a high risk.  

A very important aspect in risk assessment is the probability of the activation of the 
residual faults. This probability is strongly dependent on the workload, the operational 
profile, and the architecture of the component and cannot be easily modeled by static 
analysis alone (and details of the component architecture may not be available). In our 
methodology the fault activation probability is actually evaluated during the fault 
injection experiments. This is, in fact, an intrinsic aspect of the fault injection 
experiments: the fault is injected and its activation/non-activation is a consequence of 
the workload and execution profile and the internal component architecture.  

Residual Fault Likelihood Estimation 

Our work elaborates from previous proposals [4, 47, 35, 32] to estimate prob(f) and 
follows a model based on logistic regression. Logistic regression [15] was the used 
statistical analysis to address the relationship between metrics and the fault-proneness 
of components. Logistic regression gives to each independent variable (e.g. 
complexity metrics), also called “regressor”, an estimated regression coefficient βi, 
which measures the regressor contribution to variations in the dependent variable (e.g. 
the failure likelihood).  

To estimate the prob(f) we need to identify which metrics are relevant. We also 
need to select which of them is best suited to the evaluation of the software 
complexity. We start by considering the cyclomatic complexity (Vg measures the 
control flow complexity of a program) as regressors for prob(f) and we added number 
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of parameters, number of returns, maximum nesting depth, program length and 
vocabulary size [14]. The accuracy of the results obtained in the experiments was 
evaluated through the analysis of bug reports available from open software initiatives 
(see [31]). Halstead’s metrics and Vg measure two distinct program attributes [35] 
leading to a better fault prediction capability [28]. Considering six metrics, the 
probability that a component has a residual fault is given by equation (2). 
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In the above equation, Xi represents the product metrics (independent variables) 
and α and βi the estimated logistic regression coefficients (see more details in [32]). In 
the case of a large component composed by sub-components, we have to use the 
prob(f) combined with the complexity weight of each sub-component in the global 
component. This is obtained by equation (3), where Metricsi  represents any of the 
available metrics for each component i. The chosen metric can be the one that best 
represent the system characteristics (for example, maximum nesting depth if the 
system has several nested structures).  

              )/(*)()( ∑∑= iiig MetricsMetricsfprobfprob  (3) 

Failure Cost Estimation 

To estimate the cost (or impact) of the activation of faults in component we used G-
SWFIT technique [9] to inject software faults. G-SWFIT is based on a set of fault 
injection operators that reproduce directly in the target executable code the instruction 
sequences that represent most common types of high-level software faults. These fault 
injection operators resulted from a field study that analyzed and classified more than 
600 real software faults discovered in several programs, identifying the most common 
(the “top-N”) types of software faults [10] that are presented in Table 1 and used in 
the present paper. The representativeness of the faults injected ensures that the fault 
injection experiments represent the activation of faults that are likely to exist in the 
component. 

The analysis of the target code is performed by G-SWFIT tool which identifies the 
places where a realistic software fault could in fact exist. The distribution of the 
number of fault injected in each component is based in our previous proposal [31] 
based on column 3 of Table 1.  

The evaluation of This impact is translated in the following failure modes: Hang –
the application is not able to terminate in the pre-determinate time; Crash – the 
application terminates abruptly before the workload complete; Wrong – the cost of 
component failures is done by injecting one fault at the time and the cost is measured 
as the impact of each fault injected in the component in the whole system. workload 
terminates but the results are not correct; Correct – there are no errors reported and 
the result is correct.  
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Table 1. Most frequent fault types found in [10] 

Fault
types 

Description % of total 
observed  

ODC classes 

MIFS Missing "If (cond) { statement(s) }" 9.96 % Algorithm 
MFC Missing function call 8.64 % Algorithm 
MLAC Missing "AND EXPR" in expression used as branch condition 7.89 % Checking 
MIA Missing "if (cond)" surrounding statement(s) 4.32 % Checking 
MLPC Missing small and localized part of the algorithm 3.19 % Algorithm 
MVAE Missing variable assignment using an expression 3.00 % Assignment 
WLEC Wrong logical expression used as branch condition 3.00 % Checking 
WVAV Wrong value assigned to a value 2.44 % Assignment 
MVI Missing variable initialization 2.25 % Assignment 
MVAV Missing variable assignment using a value 2.25 % Assignment 
WAEP Wrong arithmetic expression used in parameter of function call 2.25 % Interface 
WPFV Wrong variable used in parameter of function call 1.50 % Interface 

 Total faults coverage 50.69 %  
 

 
When a software fault is injected in a given component, that fault may or may not a 

cause faulty behavior in the component. Furthermore, only a fraction the faults that 
cause erroneous behavior in the component will cause the system to fail, as the 
remaining faults are either tolerated or have no visible effect. This means that the 
results measured by using fault injection already include the probability of fault 
activation (and consequent deviation in the component behavior) and the consequence 
of a failure (for example, the probability that the system crash). 

Once we have the estimation of risk computed as showed in equation (1) we need 
to determine if the component conforms to the desired level of risk (a threshold value 
that represents the acceptable risk to the system under analysis). The accept threshold 
of the risk level is strongly dependent on the type of the software product and the 
context in which this software is used. A general-purpose threshold value is difficult 
to determine as it is linked to commercial agreements or legal requirements. When 
users require the assurance (certification) that a specific software product conforms to 
the requirements for its business or application context, the threshold value (risk 
level) must be considered as part of the information and agreements firmed between 
users and evaluators when certification request is done for the competent agency. The 
risk value computed using equation (1) must be compared with this threshold value. 
The verdict of the certification is success if risk value is less than the threshold 
stipulated; otherwise the software product is not certified for the desired level of risk. 

Another use of the risk assessment as proposed in this work is the comparison 
among several versions of the system when the COTS component is replaced with a 
functionally similar one. In this case, the goal of the certification process is to 
establish the best COTS for a specific software system. When several COTS 
component provides the same functionality we can integrate each COTS one at a time 
and evaluate the software system risk. Based on the results of risk assessment we can 
determine the best COTS for the specific software system, i.e., we should choose  
the component that presents the lower risk when integrated in the software system. 
Figure 2 presents the Evaluation Estimation Activities. 
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Evaluation Specification

To Select Metrics
Quality in Use Metrics – Safety

Risk: to present acceptable levels of risks of damages software or to the
environment in a context of specified use 

RiskC = prob(fC) * cost(fC)

To Establish the Scoring Level

To be established based on the application and the solicitant needs

To Establish the Judgment Criteria

To be established based on the application and the solicitant needs

 

Fig. 2. Evaluation Specification Activities 

3.1.3   Evaluation Design 
The goal of this activity is to establish the evaluation plan. The plan presents the steps 
to follow in order to obtain the metrics defined in the evaluation specification. In our 
case, these steps are presented in Table 2, in order to obtain fault density (first 
column) and cost (second column). 

3.1.4   Performing the Evaluation 
This activity presents three sub-activities: (i) to obtain the measurements; (ii) to 
compare with the established criteria; (iii) to evaluate the results. These sub-activities 
are demonstrated using the case study in the next section. 

Table 2. Steps to assess the Terms of the Risk Equation 

Fault Density Likelihood Estimation Cost (or Impact) Estimation 

1. Evaluate the complexity metrics of each 
component 

1. Scan each component code in order to define the 
fault injection local and faults types to be injected 
(by using GSWFIT tool) 

2. Adopt fault density ranges accepted by the 
industry community as a preliminary estimation of 
fault densities [38] as a starting estimation for the 
logistic regression (this preliminary estimation 
replaces the field observation) 

2. Plan the faults to be injected in each component, 
using the faults types and the distribution presented 
in Table 1 (third column) 

3. Use the binomial distribution 3. Integrate a component into the software system 
4. Apply the regression using the value obtained 
from natural logarithm of the preliminary fault 
density and the chosen metrics aim to obtain the 
coefficients for each component 

4. Apply the fault injection campaign (one fault at a 
time) as planned for the specific component 

5. Estimate the likelihood of fault of each 
component by using the computed coefficients in 
previous step by using the logistic equation 
presented in equation (4) 

5. Collect the results of fault injection campaign in 
accordance of the failure mode presented in Section 
3.1.2 

6. Estimate the likelihood of fault density for each 
component as presented in equation (5) when the 
specific component is composed by several sub-
components 

6. If there is one more component to be integrated 
return to step 3. 
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4   Case Study 

The software application is a real-time satellite data handling system (DHS) named 
Command and Data Management System (CDMS). CDMS is responsible for 
managing all data transactions between ground systems and a spacecraft. The CDMS 
runs a mission scenario where a space telescope is being controlled and data collected 
is sent to ground system.  

This application is written in C and use a COTS component, which is a real-time 
operating system (OS). In order to illustrate our proposal in a component-based 
software, we consider two COTS, with similar functionality but different features: the 
RTEMS [41] and the RT-Linux[26] real-time OS. The ground control software is 
hosted in a computer running Linux. To evaluate the software risk, each component is 
integrated into the system and the methodology is applied. Figure 3 shows the satellite 
data handling system setup. It also represents the fault injection target, which is the 
real-time operating system (representing the COTS component: RTEMS or RTLinux, 
as we have performed two sets of experiments). 

The CDMS system is composed by six subsystems (partially shown in Figure 3): 
Packet Router (PR), Power Conditioning System (PCS), On Board Storage (OBS), 
Data Handling System (DHS), Reconfiguration Manager (RM), and Payload (PL). 
The CDMS sends telemetry information for each command sent by the ground 
control. The timing of the commands and the contents of the telemetry information 
are used to detect the system correctness/failure.  
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Fig. 3. CDMS Satellite Data Handling setup overview 

4.1   Obtaining the Measurements 

In order to evaluate the risk of using a COTS into the system two measurements must 
be obtained: the fault density likelihood estimation and the impact (cost) of fault 
activation estimation. Both measurements are obtained following the steps presented 
in Table 2. 

4.1.1   Fault Density Likelihood Estimation 
RTLinux and RTEMS are composed respectively by 2211 and 1257 modules with a 
total of 85108 and 63258 lines of code. The regression analysis was applied (as 
explained in section 3.1.2. See more details in [31] and [32]) and the regression 
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coefficients (βi) were applied in the logistic equation (refer to equation (2) in  
section 3.1.2.) to obtain the estimated prob(f) of each component. The global probg(f) 
estimated for RTLinux is 6.50% and for  RTEMS is 7.49% (refer to equation (3) as 
explained in section 3.1.2). 

4.1.2   Cost Estimation 
Our current results correspond to 231 faults injected in the RTMES and 341 faults 
injected in the RTLinux version of CDMS. In both cases, the software faults have 
been injected in the operating system code (RTMES or RTLinux) using the G-SWFIT 
technique as explained in section 3.1.2. Table 3 and Figure 4 present the failure 
modes obtained in the fault injection campaign in the system integrating both 
operating systems. 

Table 3. Failure Modes and Results 
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Fig. 4. Fault Injection Results 

4.1.3   Risk Evaluation  
Table 4 presents the risk evaluation of the system using RTEMS and using RTLinux. 
The risk was evaluated considering each failure mode that represents erroneous 
behavior and the combination of all the erroneous failure modes (represented by the 
column “Incorrect Behavior” in Table 4). Note that this value resulting from the 
application of the methodology should not be interpreted as an absolute estimation of 
the probability of failure. Instead it should be understood as a metric on risk mainly 
intended for comparison. 

 

RTEMS RTLinux Failure Mode 
Levels # % # % 

Correct 170 74 170 50 
Wrong 12 5 3 1 
Crash 21 9 86 25 
Hang 28 12 82 24 
Total 231 100 341 100
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Table 4. The Risk Evaluation – Failure Mode 

Crash Wrong Hang Incorrect Behavior 
Component prob(f)

cost(f) risk cost(f) risk cost(f) risk cost(f) risk 
RTEMS 0.0749 0.09 0.67% 0.05 0.37% 0.12 0.89% 0.26 1.94% 
RTLinux 0.0650 0.25 1.62% 0.01 0.06% 0.24 1.56% 0.50 3.25% 

 

4.2   Compare with the Established Criteria and Evaluate the Results 

To certify a software product in what concerns the risk, we need to compare the risk 
estimation obtained using our approach with the established threshold. The agreement 
about the threshold value to certify the software depends on the software product-line. 
In some areas the threshold value is determined by law (e.g. software for medical 
equipment, avionics, etc.), other areas that is not too critical, the threshold can be an 
agreement between solicitant and the certification authority. In addition, our proposal 
is a metric on risk and a threshold must be established by the solicitant. The threshold 
value can be a unique value to compare with the incorrect behavior or can be different 
values to compare with the specific type of incorrect behavior (crash, wrong or hang 
risk). For example, considering the results presented in Table 4, if the threshold to 
certify the software would be an estimated risk lower than 2,5%, only the system 
using  RTMS would be certified, as the assessed risk of using RTLinux in the system 
is higher than the threshold. 

Another use of our approach is to compare and choose the best component for a 
specific software product. When there are several components that provide the same 
functionality the solicitant should be interested to know which one of them is more 
appropriated for his system. In this case, the certification must indicate the component 
that presents the lower risk.  

The results presented in this work, for the CDMS system, indicate that RTLinux 
represents a higher risk than RTEMS for most of the failure modes considered, and 
thus, RTMES seems to be a better choice for this application, i.e., the CDMS version 
that integrates RTEMS should be certified. One exception is related to the wrong 
results, as RTLinux represents a lower risk of wrong results when compared to the 
RTEMS (i.e., the RTLinux version causes fail silent behavior more frequently). 

5   Conclusion and Future Work 

This work presents a first proposal to certify a component-based system using 
experimental risk assessment. Software metrics and software fault injection are 
combined to provide the software risk evaluation that is the based measurement of the 
proposed certification, providing a repeatable and reliable metric for software product 
certification. The cost of the failures of the component is evaluated through the 
observation of the system behavior due to the injection of realistic and representative 
faults and fault distribution in the component under evaluation. Several software 
metrics are considered and logistic regression analysis was used to fit the expression 
of the fault probability with these metrics. Our risk equation considers the fault 
probability, the probability of fault activation, the probability of consequent deviation 
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in the component behavior and the consequence of a failure to model the fact that 
some faults are not activated or tolerated.  

Two alternative versions of CDMS that integrate RTEMS and RTLinux (one at 
each time) were submitted to the proposed certification process. The results showed 
that it is possible to obtain a metric on risk to be used to certify a component 
considering static (software metrics) and dynamic aspects (software behavior during 
runtime) when this component is integrated in a specific software system. Besides the 
use of the results obtained to verify the component risk based on a threshold values 
established by the solicitant, the knowledge about this metrics on risk can be used to 
restruc-tured, wrapping modules or implement new architecture solutions to achieve 
the desired risk level.  

The proposed methodology can also be used to improve the reliability of the target 
system as it helps system developers/integrator to select the best component (from a 
pool of alternatives) to integrate in the target system. In our case study, if the proposal 
is to choose the best component between RTEMS and RT-Linux to integrate into 
CDMS system, RTEMS should be selected since it presents less risk to CDMS.  

Our research group is working to refine the risk evaluation considering other 
aspects in order to obtain a more realistic measure of software component risk, 
improve the certification measurement and define threshold value for some product 
line to improve certification of software system based on risk assessment. 
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Abstract. Database management systems (DBMS), which are the ultimate layer 
in preventing malicious data access or corruption, implement several security 
mechanisms to protect data. However these mechanisms cannot always stop 
malicious users from accessing the data by exploiting system vulnerabilities. In 
fact, when a malicious user accesses the database there is no effective way to 
detect and stop the attack in due time. This practical experience report presents 
a tool that implements concurrent intrusion detection in DBMS. This tool 
analyses the transactions the users execute and compares them with the profile 
of the authorized transactions that were previously learned in order to detect 
potential deviations. The tool was evaluated using the transactions from  
a standard database benchmark (TPC-W) and a real database application. 
Results show that the proposed intrusion detection tool can effectively detect  
SQL-based attacks with no false positives and no overhead to the server. 

Keywords: Databases, security, intrusion detection. 

1   Introduction 

Traditional database security mechanisms offer basic security features such as 
authentication, authorization, access control, data encryption, and auditing. However, 
these mechanisms do not assure protection against the exploitation of vulnerabilities 
in database management systems (DBMS) and are very limited in defending data 
attacks from the inside of the organization. In fact, as typical database security 
mechanisms are not primarily designed to detect intrusions (they are designed to 
avoid the intruder’s access to the data), there are many cases where the execution of 
malicious sequences of SQL1 commands (transactions) cannot be detected or avoided. 

The general lack of intrusion detection features in typical DBMS is an important 
limitation when it is necessary to assure a strong data security policy. In fact, 
intrusion detection in DBMS has not been studied much, in a clear contrast to what 
has happened in operating systems and networking fields, where many intrusion 
detection approaches have been proposed. However, malicious actions in a database 
application may not be seen as malicious by existing intrusion detection mechanisms 
at the network or the operating system levels. Furthermore, inside attacks are 
particularly difficult to detect and isolate, as the attacks are carried out by legitimate 
                                                           
1 SQL stands for Structured Query Language, the relational language used by relational DBMS 

[1]. 
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users that may have access rights to data and system resources. In addition, daily 
routine and long established habits tend to relax many security procedures. Even 
simple things such as choosing strong passwords and periodically purging unused 
database accounts are often neglected in many organizations [2]. This way, a practical 
tool for intrusion detection in DBMS that detects malicious behavior from 
applications and users will provide an extra layer of security that cannot be assured by 
classic security mechanisms. 

According to a FBI Computer Crime and Security Survey [3] in 2005, 
approximately 45% of the inquired entities had reported unauthorized access to 
information estimating a loss of $31.233.100 and a loss of $30.933.000 due to theft of 
proprietary information. Up to 56% reported unauthorized use of computer systems 
and 13% did not know if they had been attacked. Furthermore, 95% of the inquired 
entities reported more than 10 web site incidents. These figures show the relevance of 
an intrusion detection mechanism at DBMS level. 

Masquerade attacks where people hide their identity by impersonating other people 
on the computer are one of the most frequent forms of security attacks [4], including 
in the database domain. Another common database attack is SQL injection in web 
applications [5], where unchecked input is sent to a back-end database for execution. 
The attacker can perform this by simply changing the SQL query sent to the server, 
accessing sensitive data.  

The intrusion detection tool presented in this practical experience report adds 
concurrent intrusion detection to DBMS. This way, data security attacks can be 
detected and stopped immediately while the mechanism may call the attention of the 
database administrator (DBA) by sending an email or an SMS message). This tool, 
named IIDD - Integrated Intrusion Detection in Databases, works in two modes: 
transactions learning and intrusion detection. During transactions learning, the IIDD 
extracts the information it needs directly from the network packets sent from client 
applications to the database server using a network sniffer. The result is the directed 
graph representing the sequence of SQL commands that composes the authorized 
transactions. The learned graph is used later on by the concurrent intrusion detection 
engine. When an intrusion is detected an alarm is raised and, depending on the tool 
configuration, the database connection between the intruder and the server may be 
killed. In this case the connection is abruptly broken, and the database automatically 
performs a rollback of the malicious transaction. An important aspect is that this tool 
can be easily used in any commercial-off-the-shelf (COTS) DBMS. 

The structure of the paper is as follows. Section 2 presents our approach to 
intrusion detection in DBMS. Section 3 describes the proposed tool. Section 4 
presents two examples of utilization of the intrusion detection tool and Section 5 
concludes the paper. 

2   Intrusion Detection Approach 

The main goal of security in DBMS is to protect the system and the data from 
intrusion and unauthorized accesses, even when the potential intruder gets access to 
the machine where the DBMS is running. To protect the database from intrusion,  
the DBA must prevent and remove potential attacks and vulnerabilities. System 
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vulnerabilities are an internal factor related to the set of security mechanisms 
available (or not available at all) in the system, the correct configuration of those 
mechanisms, which is a responsibility of the DBA, and the hidden flaws (bugs) in the 
system implementation. Vulnerability prevention consists of guarantying that the 
software used has the minimum vulnerabilities possible and this can be achieved by 
using adequate DBMS software. On the other hand, because the effectiveness of 
security mechanisms depends on their correct configuration and use, the DBA must 
correctly configure them by following administration best practices. Vulnerability 
removal consists in reducing the vulnerabilities found in the system. The DBA must 
pay attention to the new security patches released by software vendors and install 
those patches as soon as possible. Furthermore, any configuration problems detected 
in the security mechanisms must be immediately corrected. 

Security attacks are an external factor that mainly depends on the intentionality and 
capability of humans to maliciously break into the system taking advantage of 
potential vulnerabilities. The prevention against security attacks includes all the 
measures needed to minimize (or eliminate) the potential attacks against the system. 
On the other hand, attack removal is related to the adoption of measures to stop 
attacks that have occurred before. 

General methods for intrusion detection in computer systems are based either on 
pattern recognition or on anomaly detection. Pattern recognition is the search for 
known attack signatures in the commands executed. Anomaly detection is the search 
for deviations from an historical profile of good commands. 

Schonlau et al [4] evaluated several anomaly detection approaches and concluded 
that methods based on the idea that commands not previously seen in the training data 
may indicate an intrusion attempted, are among the most powerful approaches for 
intrusion detection. Our intrusion detection approach uses this idea, extending it to a 
set of SQL commands. However, unlike intrusion detection approaches used in 
distributed systems that usually rely on sets of predefined commands (normally a 
small number) or assume the commands are unrelated, in our approach, the SQL 
commands and their order in each database transaction are relevant. 

In spite of all the classical security mechanism developed in the database area, 
current DBMS are not well prepared for high-assurance privacy and confidentiality 
[6]. A very important component for the new generation of security aware DBMS is 
an intrusion detection mechanism [7]. Recent works have addressed concurrent 
intrusion detection (and attack isolation) in DBMS, and this issue is clearly getting 
more and more attention.  

DEMIDS [8] is a misuse detection system tailored to relational database systems. It 
uses audit logs to derive user profiles describing typical behavior of users in the 
DBMS. Chung introduces the notion of distance measure and frequent item sets to 
capture the working scopes of users using a data mining algorithm. In [9] a real-time 
intrusion detection mechanism based on the profile of user roles is proposed. An 
intrusion attack and isolation mechanism was proposed in [10]. This mechanism uses 
triggers and transaction profiles to keep track of the items read and written by 
transactions and isolates attacks by rewriting user SQL statements. The use of data 
dependency relationships and Petri-Nets to model normal data update patterns was 
proposed in [11] to detect malicious database transactions. DIDAFIT [12] works by 
matching SQL statements against a known set of valid transactions fingerprints. The 
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algorithm consists in representing SQL as regular expressions using heuristics to 
assure a low level of false positives. Vieira and Madeira [13] focused on the detection 
of malicious DBMS transactions by using database audit logs to obtain the sequences 
of SQL commands executed by users, with the assumption that the transaction 
profiles was known in advance, and provided manually to the detection mechanism.  

Although intrusion detection has already been addressed in the works introduced 
above, intrusion detection at DBMS level continues to be an open issue. The purpose 
of the present work is to provide a generic tool that can be used in any database 
application. This way, the proposed intrusion detection tool is available at [14] for 
download and public utilization. 

2.1   Database Transactions Profiles 

In a typical database environment transactions are programmed in the client database 
applications, which means that the set of transactions remains stable, as long as the 
application is not changed. For example, in a banking database application users can 
only perform the operations available at the application interface (e.g., withdraw 
money, balance check account, etc). No other operation is available for the end-users 
(e.g., end-users cannot execute ad-hoc SQL commands). This way, it is possible to 
use transaction profiles for intrusion detection with a reduced risk of false alarms. 

Our intrusion detection tool uses the profile of the transactions implemented by the 
database applications (authorized transactions) to identify user attempts to execute 
unauthorized SQL commands. A database transaction is represented as a directed 
graph describing the different execution paths (sequences of selects, inserts, updates, 
deletes, and stored procedure invocations) from the beginning of the transaction to the 
commit or rollback commands. The nodes in the graph represent commands and the 
arcs represent the valid execution sequences. Depending on the data being processed 
several execution paths may exist for the same transaction and an execution path may 
include cycles representing the repetitive execution of sets of commands (a typical 
example of cycles in a transaction is the insertion of a variable number of lines in a 
customer’s order). The transaction ends with a commit or rollback command. The 
directed graph representing the profile of valid transactions is used to detect 
unauthorized transactions, which are seen as invalid sequences of SQL commands. 
This is done by concurrently analyzing the transactions the users execute and 
comparing them to the profile of the authorized transactions that were previously 
learned. To learn the profiles and to detect the malicious transactions the following 
information is required for each command executed: 

– User name: name of the user who executes the command; 
– Session ID: identification of the session established when the client application 

connects to the database server; 
– Action executed: text of the SQL command. This includes the identification of 

the end of the transaction (that is the start of a new transaction), which is forced by 
a commit or a rollback command; 

– Time stamp of the action: time stamp of the execution of the SQL command. 
 

An important aspect is that the nodes in the graph do not represent concrete 
commands since these may differ slightly in different executions. For example, 
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consider the following SQL command to select the data from a given employee: 
“SELECT * from EMP where job like 'CLERK' and SAL >1000”. The job and the 
salary in the select criteria (job like ? and sal > ?) depend on the targeted data. This 
way, instead of considering concrete commands we have to represent those 
commands in a generic way. The approach consists of parsing the SQL commands 
and removing all the parts that are not generic (e.g., numbers and strings between 
quotes are removed). Also, the characters of the command are changed to lowercase. 

The proposed intrusion detection technique does not apply to applications that 
support the execution of ad-hoc queries, as in this case there are no predefined 
transactions. However, ad-hoc queries normally target decision support system and 
are not executed in typical database applications, because this type of queries would 
ruin the performance of the system. The decision support databases are known as data 
warehouses [15] and are physically separated from typical databases, because the type 
of queries executed and the data structures used to store data are completely different 
from typical databases. End-users that process ad-hoc queries represent a small group 
(managers and decision making personnel) that use a specific type of databases (data 
warehouses). Data warehouses are periodically loaded with new data that represents 
the activity of the business since the last load (normally the periodical loads are done 
on a daily basis). This is part of data warehouses life-cycle and follows a predefined 
set of rules that are implemented in the loading applications. Our intrusion detection 
technique is also applicable in this case because it provides the data warehouse server 
with the capability to detect malicious actions that try to modify the data.  

2.2   Learning the Authorized Profiles 

Transaction learning consists of identifying the authorized transactions and 
representing those transactions as a directed graph specifying the sequences of valid 
commands. The goal is to automatically learn the transaction profiles obtained 
through the reading of the network packets sent by the client applications to the 
database server and store them as a directed graph to be used in the detection phase. 
Obviously, the learning process must be executed in controlled conditions that should 
cover the different database application functionalities and, at the same time, must be 
free of intrusion attempts (which would potentially lead to the identification of 
malicious transactions as authorized ones). It is worth noting that all the database 
transactions must be executed during the learning phase, which should be achieved in 
a controlled environment virtually free of intrusion attempts (i.e., without the database 
fully open to all the users). There are three ways to obtain the transactions profiles: 

– Manual profiling can be easily performed when the DBA knows the execution 
profile of the client application and the number and size of the transactions is not 
too high. The DBA can create manually the graphs describing the authorized 
transactions. 

– Concurrently during the normal utilization of the application. In this case special 
attention must be taken in order to guarantee that the application is free of attacks 
during the learning period. This procedure can be shortened by manually 
executing some of the functions of the application. 
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– Running application tests. Database applications are often tested using interface 
testing tools that generate exhaustive tests that exercise all the application 
functionalities. In most cases these tests are specified by highly-trained testers, but 
can also be generated automatically [16, 17].  

 
When an end-user (client) connects to the database a session is established. The 

session information travels across the network and the relevant information can be 
captured by a well positioned sniffer application. After establishing the session the 
user can start executing the client application operations. During execution the 
application accesses the database through the network sending SQL commands and 
receiving results. The sniffer reads all that flux of information and retains just what it 
needs. The capture of information will last until the DBA is confident that all the 
transactions implemented by the application have been executed at least one time. The 
sniffer can read the network information that is both encrypted or in clear text. To be 
able to parse encrypted information, the intrusion detection tool must have access to 
the decryption function and key. An alternative is to place the intrusion detection tool 
as a proxy, able to perform secure communication with the database client 
applications. 

One of the key points in the learning phase, and in the detection phase as well, is 
the detection of the first command and the last command of a transaction. A 
transaction begins when the previous ends, thus the problem is the detection of the 
end of a transaction. A transactions is ended explicitly (by a commit or rollback 
command) or implicitly (by a Data Definition Language (DDL) statement [1]) by the 
application's code. Fig. 1 shows examples of the graphs generated during transactions 
learning.  
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Fig. 1. Examples of typical profiles of database transactions 

2.3   Detecting Intrusions 

After concluding the learning phase the IIDD tool is able to compare the transactions 
executed by the users with the authorized profiles described in the transaction graphs. 
In this phase every command executed must match a profile. When the first command 
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of the transaction is executed the tool searches for all the profiles starting with that 
same command, which are marked as candidate profiles for the current transaction. 
The next command executed is then compared with the second command of these 
candidate profiles. Only those who match remain candidate profiles. This process is 
executed over and over until the transaction reaches its end or there are no more 
candidate profiles for that transaction. In this latter case the transaction is identified as 
malicious. In practice, to detect malicious transactions the IIDD tool implements the 
following generic algorithm over the transactions graph: 

while (1) do { 
  for each new command executed do { 
    if user does not have any active transaction then 
      /* command is the 1st command in a new transaction */ 
      obtain list of authorized trans. starting with  
      this command; 
    else { 
      for each valid (authorized) trans. for the user do { 
        if the current command represents a valid successor node  
        in the transaction graph then  
          the command is valid; 
        else 
          mark the current transaction as a non valid trans.; 
      } 
      if there are transactions marked as non valid then 
        a malicious transaction has been detected; 
    } 
  } 
} 
 
When a malicious transaction is detected one or more of the following actions may be 
executed, depending on the DBA choice: 

– Notify the DBA about the intrusion. The database intrusion detection mechanism 
is able to provide the DBA with relevant information such as the user name, the 
time stamp, the database objects damaged, etc. It is also possible to send a 
message (email or SMS) to the DBA to call his immediate attention.  

– Immediately disconnect the user session in which the malicious transaction was 
attempted and prevent it from logging in again. 

– Activate a damage confinement and repair mechanism. When available, damage 
confinement and repair mechanisms are able to confine the damage and recover 
the database to a consistent state previous to the execution of the malicious 
transaction. Another possibility is to isolate that transaction from other user 
transactions (e.g., by creating a virtual database where the malicious transactions 
are executed to prevent spreading wrong or malicious data to the database [10]). 

3   The Intrusion Detection Tool 

Fig. 2 presents the typical environment needed to run our intrusion detection tool. The 
IIDD tool is installed and runs in the Sniffer Computer. The Database Server network 
cable must connect to a LAN switch port. The Sniffer Computer must be connected to 
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the span port mirroring of the switch. Switches usually prevent promiscuous sniffing, 
however, most modern switches support span port mirroring, which replicates the data 
from all ports onto a single port allowing the sniffer to capture the network traffic of 
the whole LAN.  

The IIDD tool is a two tier application with a back end module and a front end 
interface (Fig. 3). All the heavy processing is done in the back end which is 
responsible for sniffing the network searching for packets sent to the database, learn 
the profiles and detect the intrusions. It is named DBSniffer and was written in C++ to 
be able to access the network using raw sockets and processing them at the highest 
speed. This program sends messages through the standard output device and creates 
several files for future analysis. It is organized into three modules: sniffer, learner and 
detector. The IIDD tool can be run in Windows and Linux operating systems (OS) 
and can be used in any DBMS as the implementation is generic. Both the learning and 
the detection modules use a common function that is responsible for the detection of 
network packets. 

 

Fig. 2. Architecture setup 

The sniffer is the only DBMS specific component and it is responsible for 
capturing network packets. Because the tool is based on autonomous components that 
provide well defined interfaces, it is very easy to implement that function for several 
DBMS and include it in the tool. For this practical experience report we have chosen 
Oracle 10G R2 [18] since it is one of the most representative DBMS on the market. 

The sniffer, learner, and detector modules are executed when they are called by the 
front end application. The front end is a graphical interface, programmed in Java, 
whose function is to configure and launch the back end and to show the results. The 
interface has eight groups with different functions: File, Config, Sniffer, Learner, 
Detector, Action, Status and Information Panel. A screen shot of the prototype's 
interface is shown in Fig. 4. 

The Sniffer group starts and stops the sniffer. The sniffer uses raw sockets and 
places the network adapter in the promiscuous mode. In this mode the network 
adapter is able to intercept and read all the packets in the network (recall that in non-
promiscuous mode the network adapter reads only the packets aimed to it). The 
output information is copied to the Information Panel. The sniffer module retains only 
those packets related to the client database communication and saves that information 
in two files: one with session information (session.txt) and the other with command 
data (auditory.txt). A debug file may also be created containing all the packet 
information captured, before any processing is done to the data. 
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Fig. 3. IIDD tool 

The Learner group is used to activate the transaction learning mode. Transaction 
learning includes two steps: parsing and learning. The former uses the auditory.txt file 
(generated by the sniffer component) and is responsible for cleaning the commands 
executed by the database users, removing variable numbers, strings, extra spaces and 
normalizing the case. After that it generates the file aud.txt. Using this file and the 
session.txt file the learner algorithm can now be executed.  In this phase a file is 
created with all the transaction profiles (profile.txt). The output information is copied 
to the Information Panel. This ends the learning phase of our mechanism. 

The Detector group is used to start and stop the online intrusion detector. For the 
detection the network adapter is again placed in promiscuous mode in order to sniff 
all the network packets. The packets are filtered to detect malicious commands 
compared to the transaction profiles previously learned. It also detects deviations 
from the order of execution of commands inside the transaction. Those suspicious 
situations raise warnings immediately, which are saved in a debugging file 
(detect_debug.txt). The output information is copied to the Information Panel. 

The Action group allows the configuration of the actions to be executed when a 
malicious transaction is detected or a transaction is found in a misplaced order. The 
session maybe killed by sending TCP/IP resets. The connection is abruptly broken, 
and the database performs a rollback of the malicious transaction in this situation. The 
DBA may be warned by email, SMS or by a siren sound. 
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4   Tool Utilization Examples 

The well-known TPC-W transactional web benchmark [19] has been used to 
exemplify the tool utilization. This benchmark provides us with a controlled database 
environment quite adequate for the evaluation of the learning and detection 
algorithms. It simulates the activities of an e-commerce business oriented 
transactional web server. A real database application is also used in the experiments, 
the SCE (Serviço Central de Esterilização – Central Service of Sterilization). It is an 
administrative application currently in use in the Hospitals of the University of 
Coimbra (HUC: http://www.huc.min-saude.pt/) used to manage the whole process of 
the sterilized material to and from all services in the HUC. This workflow comprises 
the reception of the material, the selection and the sterilization of the material within a 
central with steam autoclaves and ethylene oxide, various modes of drying, 
packaging, sealing, request and delivery. 

To obtain the latency and the coverage information we have built a SQL command 
line tool that records the time stamp of the command request and the time stamp of 
the server response. It is also capable of some configuration to assist the coverage 
experiments. This SQL command tool obtains a list of the commands (executed by 
the client application being monitored) using the text files created by the learner 
module. With this list we can inject real SQL commands used by the client 

 

Fig. 4. Interface of the Integrated Intrusion Detection in Databases application 
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application into the DBMS while the intrusion detection is active. This command 
injection may contain the exact command text, or a slightly altered command, injected 
using a random order. It can also introduce small random changes in the command to 
test the efficiency of the detection mechanism. The statistical distribution of 
utilization of each command is equal to the distribution of the command when 
executed by the application being monitored. 

The TPC-W work-load was executed during one hour to learn the transaction 
profiles (Fig. 5). As a result 8971 transactions containing 18834 commands were 
executed and 32 transaction profiles were learned. As expected, the learning curve 
rises abruptly in the first transactions executed and then its trend is to stabilize over 
time. After the learning phase, TPC-W was executed for three hours to check if the 
learning was exhaustive. No transactions were detected as intrusion, which indicates 
that all transactions were correctly learned. 

 

Fig. 5. TPC-W learning curve 

As the sniffer is located in a different computer it has no impact on the server 
performance, thus this mechanism has no performance overhead. Furthermore, the 
mechanism does not introduce extra packets in the network, causing no negative 
effect in the network bandwidth.  

With our SQL command tool we manually injected 50 malicious commands while 
the TPC-W was running to produce the load. They were very simple commands to be 
quickly executed by the server. All these 50 commands were detected as intrusions. 
The largest latency time obtained was 10 milliseconds and the average latency time 
was 1.6 milliseconds. However these times may vary with the network setup and 
usage. All detections were performed before the server had replied to the client, thus 
before the execution of the next command. 
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We also performed two additional experiments with extraneous SQL commands 
injection: in the first we injected the correct commands, but in a random order; and in 
the second we made a change in one character randomly placed in each command. 
The distribution of utilization of each command was the real distribution of the 
command when the TPC-W executes it. For the first experiment 1000 transactions 
were executed with a total of 2061 commands. For the second experiment 1000 
transactions were also executed with a total of 2066 commands. All those transactions 
were considered malicious resulting in 100% coverage. 

Besides the TPC-W benchmark, we performed some experiments with a real 
database application: the Central Service of Sterilization database mentioned before. 
The main goal was to evaluate the learning algorithm in a real database scenario, 
helping us to assess the learning transaction curve and to estimate false positives 
caused by incomplete learning. We used the information of one working day of real 
utilization of the database of the SCE, having 8750 commands from 609 sessions and 
accesses 17 tables. This log was applied to the Learning module and 33 transaction 
profiles where learned. 
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Fig. 6. SCE transaction learning during one day 

Fig. 6 shows the learning transaction curve. As we can see, most of the transactions 
(24 out of 33) were learned very quickly, during the first 858 commands (partial  
log 1). It is also quite evident that two new groups of database functionalities (and 
corresponding transactions) were executed around the command number 4000 and 
command number 6500, corresponding to the two steps in the learning curve. If we 
had learned only from the partial log 1 or even the partial log 2 it would be necessary 
to make a conditional detection in those periods of time, as all transactions not learned 
in log 1 and log 2 would be detected as false positives. In that case, the database 
administrator would have to add the new transactions to the profile collection, in 
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order to avoid further detection of these transactions as false positives. In a typical 
database application there are moments in time where some specific procedures are 
executed (e.g., at the end of the day, at the end of the week, etc) and the time window 
used to learn the profiles must contain those moments. 

An important aspect is that a one day learning period is quite small when we are 
considering applications that are used during many years (as is the case of SCE). In 
fact, a larger period is required as some operations are executed in specific moments 
in time. For the SCE, further experiments showed that a learning period of about a 
week is required to learn almost all transactions.  

5   Conclusions 

In this paper we present a new tool for the detection of malicious transactions in 
DBMS. This database intrusion detection mechanism uses a graph that represents the 
profile of valid transactions to detect unauthorized transactions and consists of three 
different components: SQL command capture, transaction learning and concurrent 
intrusion detection. This tool is generic as it can be used in any typical DBMS, 
including stat-of-the-art commercial DBMS. The setup used to exemplify the tool 
utilization consists of a typical database environment using an Oracle server running 
the workload from the TPC-W benchmark and a real database application. The results 
show that the proposed tool is quite effective and can be easily used by the DBA.  
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Abstract. Mobile devices (e.g., laptops, PDAs, cell phones) are increas-
ingly relied on but are used in contexts that put them at risk of physical
damage, loss or theft. This paper discusses security considerations that
arise in the design of a cooperative backup service for mobile devices. Par-
ticipating devices leverage encounters with other devices to temporarily
replicate critical data. Anyone is free to participate in the cooperative
service, without requiring any prior trust relationship with other partic-
ipants. In this paper, we identify security threats relevant in this context
as well as possible solutions and discuss how they map to low-level secu-
rity requirements related to identity and trust establishment. We propose
self-organized, policy-neutral mechanisms that allow the secure designa-
tion and identification of participating devices. We show that they can
serve as a building block for a wide range of cooperation policies that
address most of the security threats we are concerned with. We conclude
on future directions.

1 Introduction

Mobile devices (e.g., laptops, PDAs, cell phones) are increasingly relied on but
are used in contexts that put them at risk of physical damage, loss or theft.
However, fault-tolerance mechanisms available for these devices often suffer from
shortcomings. For instance, replicating data to a storage device (e.g., USB stick
or disk drive) carried along with the mobile device is risky: that device could
easily be lost or stolen, or it could be damaged precisely when the mobile de-
vice itself is damaged. Data “synchronization” mechanisms, which allow one to
replicate a mobile device’s data on a desktop machine, are an improvement but
they usually require that the desktop machine be either physically accessible
or reachable via the Internet. Use of third-party backup servers typically also
requires access to some network infrastructure.

Unfortunately, in many scenarios where devices are carried along in differ-
ent places, access to a network infrastructure (e.g., via a Wi-Fi access point)
is at best intermittent. Often, access to a network infrastructure may be too
costly and/or inefficient energy-wise and performance-wise to be considered vi-
able “just” for backup. In emergency situations and upon disaster recovery, for
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instance, infrastructure may well be unavailable for an unspecified amount of
time. In such cases, data produced on a mobile device while the network is
unreachable cannot be replicated using the aforementioned synchronization tech-
niques and could be lost. Similarly, environments with scarce Internet connec-
tivity, such as those targeted by the “One Laptop per Child” project (OLPC,
http://laptop.org/ ), can hardly rely on access to an infrastructure for doing data
backup.

We aim to address these issues by providing a cooperative backup service,
called MoSAIC [12,27]. The idea borrows from peer-to-peer cooperative services.
The goal of this service is to improve data dependability for mobile devices. It
leverages excess storage resources through spontaneous resource sharing among
neighboring devices, using short-range wireless communications.

Anyone is free to participate in the service and, therefore, the majority of par-
ticipants have no prior trust relationship. However, there are also scenarios where
owners of a few cooperating devices are personal acquaintances with full trust rela-
tionships as far as the backup service is concerned (e.g., colleagues, friends, etc.).
In general, an open cooperative service must be able both to account for lack of
prior trust relationships among participants and to take advantage of prior trust
relationships among device owners when they exist. In addition, services designed
for mobile devices and ad hoc networks need to meet requirements related to re-
source constraints (energy, CPU power, network bandwidth) and intermittent or
complete lack of access to a fixed network infrastructure. These constraints impose
several requirements on the storage layer of our cooperative backup service [12].

In this paper, we focus on security aspects of the cooperative backup service
related to secure cooperation and secure interactions between peers. We discuss
their integration with the security techniques implemented at the storage layer.
We propose self-organized security mechanisms that may be used to support
behavior accountability and a wide range of cooperation policies. We show how
cooperation policies can take advantage of these mechanisms to address some of
our security concerns. Our approach differs from earlier work in that it focuses
on policy-neutral security primitives that do not restrict the user’s choice of a
policy, rather than focusing on a specific policy.

Section 2 provides an overview of our cooperative backup service. Section 3
presents the security concerns we want to address. Section 4 provides an overview
of the storage layer of our cooperative backup service. Section 5 proposes core se-
curity mechanisms and shows (i) how they fulfill some of our requirements and (ii)
how they can be used as a building block for various cooperation policies. Section 6
deals with implementation considerations. Section 7 summarizes related work. Fi-
nally, Section 8 concludes and depicts on-going and future research work.

2 MoSAIC Overview

Our cooperative backup service, which we call MoSAIC, can leverage (i) ex-
cess storage resources available on mobile devices and (ii) short-range, high-
bandwidth, and relatively energy-efficient wireless communications (Bluetooth,

http://laptop.org/
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ZigBee, or Wi-Fi). More importantly, we expect our cooperative backup service
to improve long-term availability of data produced by mobile devices. The idea
is borrowed from peer-to-peer cooperative services: participating devices offer
storage resources and doing so allows them to benefit from the resources pro-
vided by other devices in order to replicate their data [27]. Participating devices
discover other devices in their vicinity using a suitable service discovery mech-
anism such as [39] and communicate through single-hop connections, thereby
limiting interactions to small physical regions.

Anyone is free to participate in the service and, therefore, participants have
no prior trust relationship. In the sequel, we use the term contributor when
referring to a node acting as a storage provider; we use the term data owner
when referring to a “client” device, i.e., one that uses storage provided by the
contributors to replicate its data. All participating devices may play both the
owner and the contributor role.

When out of reach of Internet access and network infrastructure, devices meet
and spontaneously form ad hoc networks which they can use to back-up data.
However, it would be unrealistic to rely on chance encounters between devices for
recovery. Instead, we require contributing devices to eventually send data stored
on behalf of other devices to an agreed-upon Internet-based store accessible
by the data owners [12,27]. Once this has been done, the duty of contributing
devices has been fulfilled and they can remove the data from their local store.
Eventually, data owners may restore their data by querying the Internet-based
store. In practice, the implementation of this Internet repository is an orthogonal
issue: it could be implemented in a number of different ways ranging from a
simple centralized server to a peer-to-peer distributed store.

This way of handling intermittent infrastructure connectivity makes our ap-
proach comparable to delay-tolerant networks (DTNs): data blocks that are
transmitted by data owners to contributors can be viewed as packets sent to
the Internet-based store and where contributors act as relays [42].

MoSAIC’s approach to cooperative backup also bears some similarity with
earlier work on cooperative data storage [3,26] and caching for mobile devices
[22,41]. However, it differs from them in several ways. First, unlike typical dis-
tributed file system access patterns, data that is backed up is produced by a
single device and may usually not be accessed by other devices. Second, unlike
most caching strategies, our approach does not seek to improve locality of data
replicas: instead we expect replicas to propagate to the Internet-based store,
much like packets in a DTN.

Previous work studied the design of a storage layer for our cooperative backup
service and compared the CPU/storage tradeoff of various data encoding schemes
[12]. This study led to the storage-layer design outlined in Section 4. We also
analytically evaluated the dependability of data carried on a mobile devices
participating in the cooperative backup service using generalized stochastic Petri
nets (GSPNs) and Markov chains [11]. This paper focuses on primitives enabling
cooperation among distrustful participating devices.



Security Rationale for a Cooperative Backup Service for Mobile Devices 215

3 Security Context and Motivations

This section details security issues that arise in a cooperative backup service
among distrustful devices and concludes on security goals.

3.1 Threats to Confidentiality and Privacy

There is an obvious threat to confidentiality when it comes to storing critical
data on untrusted devices: A malicious storage contributor may try to access
data stored on behalf of other devices. Therefore, confidentiality has to be pro-
vided at the storage layer and is achieved through regular encryption techniques,
as will be discussed in Section 4. Thus, communication eavesdropping is not a
serious additional threat to confidentiality. Since data blocks exchanged between
two participating devices are encrypted, an eavesdropper cannot gain any more
information about the contents of the data being backed up than the contributor
itself. Likewise, data blocks must be named by the data owner in a way that is
meaningless to contributors [12] so, again, disclosing such names to a potential
eavesdropper does not present an additional threat. Since the storage layer pro-
vides end-to-end encryption, the communication layer does not need to provide
any additional encryption. This is a fortunate consequence since it allows CPU
and energy savings to be made.

However, privacy of the participating users can be threatened. An eavesdrop-
per may be able to know whether a device is actively replicating data, and it
may be able to estimate the amount of data being replicated. It may also be
able to know the parties involved (the physical devices or even their owner),
especially when in their physical vicinity. Recent attempts to provide anonymity
in MANETs, for instance based on anonymous multi-hop routing [38], appear
to be relatively bandwidth-consuming and energy-inefficient. Thus, we do not
address threats to privacy in this paper. However, we hope to provide a mini-
mum level of identity privacy by allowing users to use self-managed identifying
material (which may not establish any binding with their real-world identity, i.e.,
pseudonyms), rather than compelling the use of identifying material provided by
a central authority.

3.2 Threats to Integrity and Authenticity

There are also evident threats to data integrity and authenticity: A malicious
contributor could tamper with data stored on behalf of other nodes, or it could
inject garbage data that would pass all the integrity checks performed by data
owners but would not be of any use to the data owner.

Integrity threats also arise at the communication layer: an intruder may try
to tamper with messages exchanged between two devices (essentially storage re-
quests), thereby damaging the data being backed up. Thus, the communication
layer must also guarantee the integrity of messages exchanged between partici-
pating devices.
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3.3 Threats to Availability

Unavailability threats against the cooperative backup service fall into two cat-
egories: unavailability resulting from accidental data loss (including accidental
failure of contributors holding replicas), and data or service unavailability re-
sulting from denial of service (DoS) attacks committed by malicious nodes.

Obviously, data unavailability due to accidental failures of either the owner or
contributor devices is the primary concern when building a cooperative backup
service.

Malicious participating devices may also try to harm individual users or the
service as a whole, denying use of the service by other devices. A straightforward
DoS attack is data retention: a contributor either refuses to send data items
back to their owner when requested or simply claims to store them without
actually doing so. DoS attacks targeting the system as a whole include flooding
(i.e., purposefully exhausting storage resources) and selfishness (i.e., using the
service while refusing to contribute). These are well-known attacks in Internet-
based peer-to-peer backup and file sharing systems [2,13,29] and are also partly
addressed in the framework of ad hoc routing in mobile networks [5,33]. These
threats can be seen as threats to cooperation.

3.4 Discussion

Security threats related to the data being backed up, in particular threats to data
availability, confidentiality, and integrity are largely addressed by the storage
layer of our cooperative backup service. Section 4 provides an overview of the
storage layer and how it addresses these issues.

Service availability is also at risk in the presence of intruders and non-coopera-
tive participants. The very possibility of allowing malicious devices to participate
in the cooperative service threatens cooperation among participants as a whole.
We believe that cooperation can only be leveraged if the cooperative service sup-
ports accountability. In our view, accountability is a building block upon which
users can implement their own higher-level cooperation policies defining the set
of rules that dictate how they will cooperate. Section 5 proposes core mechanism
as a means to provide accountability and discusses cooperation policies that may
be implemented on top of it.

4 Architectural Overview of the Storage Layer

The storage layer presented in [12] addresses the efficient storage and index-
ing of data owners’ critical data. It follows a write-once read-many (WORM) or
append-only storage model similar to that found in archival storage systems [37],
where new versions of files are appended rather than substituted to previously-
stored versions. It produces a number of data blocks, each of which is bound to
a name which is used to store/retrieve it to/from contributors. Since partici-
pating nodes are mutually suspicious, the storage layer provides guarantees for
data confidentiality, integrity and authenticity: it supports data and meta-data
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encryption as well as integrity and authenticity checks, using an appropriate
encoding. The general framework can be summarized as follows:

1. The data owner (rather: the cooperative backup software on the owner-side)
chops the data items to be backed up into small blocks and assigns them
a block name. A block name can be, for instance, a cryptographic hash of
the block content, thereby providing content-addressable storage1 [37]. An
important requirement is that (i) the naming scheme must be meaningless to
contributors and (ii) blocks must be encrypted. In other words, contributors
cannot make any assumptions on the block naming scheme used by data
owners.

2. The data owner produces meta-data blocks describing, among other things,
how data blocks are to be re-assembled to produce the original data. Those
meta-data blocks are themselves named in a similar way. Authenticity is
achieved by signing just part of the meta-data. For instance, if meta-data
blocks are the intermediate nodes of a Merkle tree whose leaves are data
blocks [32], then only the root block needs to be signed, which reduces re-
liance on CPU-intensive cryptography; verifying the root block’s signature
actually allows the authenticity of the whole tree to be checked.

3. When a contributing device is encountered, the data owner sends it some
of its data and meta-data blocks using remote procedure calls (RPCs). This
is realized through the invocation put (name, content) which sends data
content to the contributor and asks it to bind it to name. Since owners can
choose any block naming scheme, contributors must arrange to provide per-
owner block name spaces in order to avoid collisions among blocks belonging
to different owners. Obviously, in order to increase data availability, data
owners may choose to replicate each block [11].

The end result of this backup process is an opaque identifier that names an
(encrypted) root meta-data block. We refer to this identifier as the root block
name.

The root block name is critical since it allows all the user’s data to be re-
covered, so it also needs to be backed up. However, as new versions of the data
items (e.g., a single file or a whole file system hierarchy) are backed up, new
data and meta-data blocks are created, each having a new name, and thus a
new root block name is produced (this issue is not uncommon in the context of
peer-to-peer file sharing and archival systems [2,37]). Consequently, data owners
should store their latest root block name on contributors under a fixed block
name to allow restoration to be bootstrapped conveniently. Since it is a critical
piece of information, data owners may choose to encrypt it.

When a contributor gains Internet access (rather, when it gets sufficiently
cheap or high-bandwidth Internet access), it transfers data blocks stored on be-
half of other devices to an Internet-based storage server that data owners can

1 Use of content-addressable storage allows identical data blocks to be identified.
Therefore, it permits the implementation of incremental backup, where only new
blocks are transferred to contributors.
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eventually access to restore their data. That Internet store could be implemented
in many different ways, ranging from a peer-to-peer distributed store to some-
thing as simple as an FTP server. However, it should support the put mechanism
or a slightly enhanced version thereof so that both name-block bindings and per-
owner block name spaces are preserved.

Restoration of backed up data typically occurs when the data owner device
has failed or been lost. In this case, data owners first retrieve the root meta-data
block (from the Internet-based store), decrypt it and decode it (which can only
be done by its legitimate data owner), and then recursively fetch the blocks it
refers to. Fetching blocks upon restoration is achieved through a get (name)
RPC that returns the contents of the block designated by name.

Of paramount importance is the inability for arbitrary users to tamper with
a data owner’s name space on the Internet-based store. For instance, it must be
impossible for a malicious user to overwrite a data owner’s block associated with
a specific name on the Internet repository without this being detected. However,
since block encoding is owner-specific, the Internet-based store cannot check the
authenticity of incoming data blocks without knowing the exact encoding scheme
used by their owner. This can be solved by having the Internet-based store keep
a list of all incoming data blocks associated with a given name, should different
blocks be put under the same name (collisions). Upon recovery, the data owner
can then detect and eliminate invalid data blocks in cases of collisions; invalid
data blocks may be readily detected by the data owner using the possibilities
offered by its encoding scheme, such as digital signature or hash verification.

It is worth noting that among the mechanisms presented here, only the actual
storage protocol (i.e., the put RPCs) is enforced. This leaves users with the
ability to choose any security policy for their data: they may choose any data
availability, confidentiality and integrity mechanism while still conforming to the
storage protocol.

5 Leveraging Cooperation

In this section, we present our approach to the design of mechanisms that ad-
dress the threats to cooperation identified in Section 3. Core mechanisms are
proposed to support accountability while being neutral with respect to cooper-
ation policies. We then discuss issues that arise from the self-organized nature
of our approach as well as cooperation policies.

5.1 Design Approach

There are essentially two ways to provide security measures against the DoS
threats listed earlier in MANETs and loosely connected peer-to-peer backup
systems: via a single-authority domain, where a single authority provides certifi-
cates or other security material to participants and/or dictates them a particular
policy or mechanism, or through self-organization, where no single authority is
relied on, at any point in time [9].
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In our opinion, reliance on a common authority responsible for applying ex-
ternal sanctions to misbehaving participants as in BAR-B [1] falls into the first
category. For example, BAR-B contributors must provide a proof that they do
not have sufficient space when rejecting a storage request; similarly, upon audit-
ing, participants must show the list of all blocks stored on their behalf elsewhere
and all blocks they store on behalf of other nodes. Failing to do so constitutes
a “proof of misbehavior” that may lead to sanctions. This raises fundamental
security issues: why would one disclose all this information to some untrusted
entity? Does it still qualify as cooperation among multiple administrative do-
mains when a single set of rules is enforced through external sanctions? While
this approach achieves strong service provision guarantees, it does so at the cost
of being authoritarian and seems unsuitable for the kind of open cooperation
network we envision.

Likewise, the use of so-called “tamper-resistant security modules” as in [6]
can be considered a single-authority domain approach: security modules act as
a local representative of an “authority” and enforce part of the protocol (in [6],
the nuglet mechanism) in order to provide protection against malicious users.
This leaves the user with no choice but to abide by the rules set forth by the
security module and the party that issued it.

In this paper, we only focus on self-organized approaches. First, they are a
good match for mobile ad hoc networks which are self-organized. Second, since
we are designing an open cooperative service where anyone can participate, self-
organization is likely to make the service more readily accessible to everyone;
conversely, requiring every user to register with some central authority would be
an undesirable burden likely to limit user adoption. Finally, we advocate that
reliance on a central authority can in itself be considered as a security threat, to
some extent: that authority is in effect a single point of trust and its compromise
would bring the whole service down. Furthermore, depending on their security
policy, users may not be willing to fully trust such an authority just because they
have been told it’s a “trusted” authority. They may also want to have full control
over the actions that can be taken by their device, rather than handing over some
authority over the device to some possibly unknown third party. Therefore, we
prefer to focus on self-organized solutions and do not consider solutions based
on a single-authority domain.

As a consequence, we cannot assume that any single cooperation policy is go-
ing to be used by all devices: each device can, and will, implement its own policy.
We believe that the ability to choose a security and cooperation policy is par-
ticularly important when using our cooperative backup service for two reasons.
First, the goal of this service is to improve the availability of users’ critical data.
As such, users are likely to be willing to pay attention to the contributors they
deal with, and hence, they may be concerned with their cooperation policy. Sec-
ond, mobile devices being resource-constrained, users are likely to require tight
control over their resource usage, and may want to implement a cooperation
policy that makes the best use of their resources. This is quite different from,
for instance, Internet-based file sharing services where participating devices are
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typically desktop machines and where, as a result, it is safe to assume that most
users will be satisfied with the same default cooperation policy.

Therefore, in this paper we focus on core mechanisms allowing for account-
ability rather than on actual cooperation policies.

5.2 Providing Secure and Self-Managed Device Designation

Devices must be able to name each other (i) to achieve accountability and (ii)
to allow contributors to implement per-owner block name spaces, as discussed
in Section 4.

To these ends, device names must satisfy the following requirements. First,
since we want to build a self-organized service, where no central authority has
to be consulted, it must be possible for every device to create its own name or
designator. Second, for the naming scheme to be reliable, device names must be
unique and context-free (i.e., their interpretation should be the same in any con-
text). Third, since device names serve as the basis of critical operations, it must
be possible to authenticate a name-device binding (i.e., assess the legitimacy or
“ownership” of a name). Authentication is needed to preclude unauthorized use
of a name, as in spoofing attacks. Unauthorized uses of device names would effec-
tively hinder the implementation of per-owner block name spaces and accounting
mechanisms.

These requirements rule out a number of widespread designation mechanisms.
IP addresses, for instance, would obviously be unsuitable to name devices since
they have none of these properties (they are not context-free, especially IPv4
link-local addresses, not unique, except for IPv6 addresses, and cannot be au-
thenticated). The designers of Mobile IPv6 (MIPv6) had similar requirements
and had made the same observations. This led them to devise “statistically
unique and cryptographically verifiable” (SUCV) addresses [36].

The building block for the naming scheme we are interested in (and that of
MIPv6 SUCV addresses) is asymmetric cryptography. Public keys have all the
desired properties as designators: they are (statistically) unique and context-free,
and they provide secure naming (i.e., the name-device binding can be authen-
ticated, thereby precluding spoofing). In practice, public keys can be too large
to be used directly as designators, which is why several protocols use crypto-
graphic hashes or fingerprints of the public keys as designators [7,36]. In order
to achieve accountability, both contributors and data owners may wish to iden-
tify the device they are talking to, that is, to authenticate the binding between
alleged name of the peer device and the device itself. In other words, mutual
authentication is required.

It is worth noting that the entities we want to name are instances of the
cooperative backup software running on participating devices and not people
owning the devices, nor even physical devices. Thus, the principals involved
in the cooperative backup service are logical entities that exist and interact
solely through electronic interactions among them. Therefore, authenticating
the binding between one of these entities and its name (public key) boils down
to verifying that that entity holds the private key corresponding to its name [19].
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Doing so is simple and does not require the use of any certification authority
whatsoever.

As far as the data restoration bootstrap is concerned, a practical consequence
of using public key pairs to identify devices is that a user’s key pair is all that is
needed to bootstrap restoration, assuming its public key is also used to encrypt
the root block name. That means that users must store their key pairs reliably,
outside of the cooperative backup service, by copying them on a storage device
under their control (USB stick, computer, or even a simple piece of paper stored
in a safe place). Obviously, the device where the user’s key pair is stored must
not be carried along with the mobile device itself, since it could easily be lost,
stolen, or damaged along with the mobile device, making it impossible to recover
the data. Elliptic curve cryptography (ECC) would be handy for that purpose:
it yields keys much smaller than, e.g., “security-equivalent” RSA keys; thus an
ECC key pair can be as simple as a pass phrase that may be readily memorized
by the user.

5.3 Ensuring Communications Integrity

Once a participating device has authenticated the binding between a peer device
and a name, a malicious device may try to send messages and pretend they orig-
inate from another device, thereby using resources on behalf of another device.
To address this issue, the integrity and authenticity of messages (i.e., RPC invo-
cations) devices exchange must be guaranteed by the communication layer. In
particular, once devices have mutually authenticated, using their key pairs, the
communication protocol must guarantee that messages received at either end
of the communication channel still come from the previously authenticated de-
vice. Many well-known cryptographic protocols address this issue, with different
security properties.

We believe that non-repudiation is not required in our decentralized, self-
managed, cooperative backup system. Non-repudiation could be used, for in-
stance, to make sure that a device cannot deny that it sent a series of storage
requests to a certain contributor. That contributor could then prove to a third
party that it did receive those requests. However, such proofs would likely not
be sufficient to be used, for instance, as part of the “history records” main-
tained by a reputation system (described below): they would concern only indi-
vidual requests and would consequently fail to provide a sufficiently high-level
view of a device’s past cooperation. For instance, to prove that a data owner re-
quested 1 GiB of storage, a contributor would need to provide a third party with
1 GiB worth of put requests along with the corresponding signatures. Doing so
would provide more information that is necessary and would be very bandwidth-
consuming, making it impractical. Thus, non-repudiation of individual messages
is inappropriate in our context.

Therefore, we plan to use regular message authentication codes (such as
HMACs) to provide support for message authenticity checks. HMACs can only
be verified by the receiver, and therefore do not provide non-repudiation.
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5.4 Thwarting Sybil Attacks

Since key pairs are to be generated in a self-organized way, our system is sub-
ject to the Sybil attack [16,30]: devices can change names (i.e., public keys) any
time they want, which allows them to escape accountability for their past ac-
tions, including misbehavior. This attack defeats the implementation of a proper
resource accounting mechanism, and consequently that of resource usage poli-
cies. For instance, a data owner can completely circumvent a per-device quota
implemented by a contributor by just switching to a new key pair.

The verifiable designation mechanism proposed above cannot by itself prevent
Sybil attacks. Instead it is up to cooperation policies to make Sybil attacks less
attractive by providing incentives for users to keep using the same name (i.e., the
same key pair). In a system where names are managed in a self-organized way,
no cooperation policy can prevent Sybil attacks: They can only make them less
effective, but evidence shows that well-designed policies can make them pretty
much worthless [4,30,33].

Naturally, most reasonable cooperation policies have a common denominator:
they tend to be reluctant to provide resources to strangers while being more
helpful to devices that have already cooperated. However, in order to bootstrap
cooperation, many policies may grant at least a small amount of resources to
strangers [23]. This means that there is usually (i) a medium- to long-term advan-
tage in keeping the same name and (ii) a short-term advantage in cooperating
under a new name. Section 5.5 will show how actual cooperation policies can
achieve this.

Fortunately, the impact of Sybil attacks is largely a matter of scale. With
Internet-based peer-to-peer cooperative services, any peer can reach thousands
of peers in a glimpse. Thus, even if it can only benefit from a small amount
of resources from each peer, it may be able to quickly gain a large amount of
resources. Conversely, in a cooperative service relying on physical encounters
among mobile devices, it may take a long time and a great deal of traveling
around before one is able to gain access to a useful amount of resources, which
effectively makes selfishness less viable economically. Likewise, the impact of a
flooding attack is necessarily limited to physical regions and/or groups of devices.

5.5 Allowing for a Wide Range of Cooperation Policies

User cooperation policies define the set of rules that determine how their device
will cooperate. They are usually concerned with the stimulation of cooperation
and the establishment of trust with other devices. To that end, cooperation
policies can build on the accountability provided by the mechanisms presented
above. We can imagine two major classes of cooperation policies: those based on
the underlying social network, and those based on past behavioral observations,
either private observation or shared reputation [4,23,28,33]. It is our goal to allow
users to choose among these cooperation policies.
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Cooperation policies based on the relationships already existing in the under-
lying social network can be as simple as “white lists”, where the user only grants
resources to devices belonging to personal acquaintances. There can also be more
sophisticated policies: a user could also accept storage requests from “friends of
friends”, and it could accept to dedicate a small amount of resources to strangers
as well. It can be argued that such policies do not scale since (i) the number
of personal acquaintances of an individual is limited, and (ii) when travelling a
lot, these acquaintances may be out of reach. On the other hand, social studies
have provided evidence of a “small-world phenomenon” in human relationships
[8,34] and algorithms have been proposed to discover chains of acquaintances
among arbitrary users [9]. These studies can make cooperation policies based
on a social network more relevant. Such policies, were they to insist on being
able to verify bindings of keys to real-world identities, would trade privacy for
improved resilience to Sybil attacks. However, similar policies may be used with
pseudonyms instead of real-world identities.

Cooperation policies based on observations of past device behavior provide
an interesting alternative: devices maintain “history records” of each other and
make cooperation decisions using them as an input. History records can either
be local to a device or they can be shared among devices—the latter is usu-
ally referred to as a reputation system [4,28,33]. In a reputation system, devices
exchange history records and may use them as an additional hint to their cooper-
ation decisions. Simulations have shown that shared history records are usually
more efficient than private history records, especially in large networks or in the
presence of a high device turnover [4,28]. However, many works that evaluate
the outcome of such reputation mechanisms assume that all participating nodes
use the same cooperation policy [4,33] (e.g., the same node rating algorithm, the
same decision-making algorithm, etc.). There is no reason for this to be true.
The result of using a reputation mechanism in a world where different policies
are in use is, to our knowledge, an open issue. Nevertheless, reputation mech-
anisms do make Sybil attacks less attractive since few resources can be gained
by a stranger. Devising a protocol that would allow trust information to be ex-
changed among principals potentially using different cooperation strategies is an
open issue.

From a privacy viewpoint, maintaining such history records may be a concern
when identities are bound to real-world entities, since it would allow one to know
where a given person was at a given point in time. However, for users’ privacy
to be seriously threatened, attackers would need to physically track them, which
the cooperative backup service could hardly be held accountable for. This is a
lesser concern when identities are not bound to real-world entities.

6 Implementation Considerations

This section discusses implementation concerns and in particular the choice of
actual protocols to achieve the goals outlined earlier.
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6.1 Protocol Choice

While Mobile IPv6 [36] provides some of the features we need, we considered
it impractical since its mechanisms are implemented at the network layer, and
implementations are not widely available at this time.

Our implementation of the block store (essentially the put and get requests
mentioned earlier) is based on Sun/ONC RPC [40]. ONC RPC defines the
so-called “DES authentication mechanism”, designed for authentication over a
wide-area network; however, the mechanism does not address all our concerns
(for example, its naming scheme for peers does not fulfill all the requirements
of Section 5.2, and in particular does not allow name-device bindings to be re-
liably authenticated). The authentication mechanisms for ONC RPC defined in
RFC 2695 [10] have similar shortcomings with respect to our goals. The RPCSec
bindings for the Generic Security Services Application Programming Interface
(GSS-API) [17] were not considered appropriate either (one reason is that most
available GSS-API implementations only support Kerberos-based mechanisms,
which assumes the availability of such an infrastructure).

Consequently, we decided to use the well-known Transport Layer Security
(TLS), a protocol currently widely deployed on the Internet [15]. Although it
was not designed with mobile computing and constrained devices in mind, we
believe its flexibility makes it a suitable choice. In particular, TLS offers a wide
range of cipher suites, which allows us to choose cipher suites that meet our re-
source saving constraints, such as cipher suites with no payload data encryption,
as discussed in Section 3.1. TLS provides message authentication guarantees us-
ing HMACs, where, again, the HMAC algorithm to be used is negotiated between
peers. TLS provides payload compression but this may be disabled (also subject
to negotiation between peers). Again, disabling it allows us to save energy, espe-
cially since the data that is to be exchanged among peers is already compressed.

As far as mutual authentication is concerned, TLS provides it through
certificate-based authentication mechanisms. While the main document [15] refers
primarily to X.509 certificates, a proposal has been made to extend TLS to
support authentication using OpenPGP certificates [31]. This extension is very
relevant in our context for a number of reasons. First, OpenPGP certificates
can be readily generated using widely available tools (e.g., GnuPG) and they
are already familiar to many computer users. Second, OpenPGP certificates are
already used in the context of secure electronic communications among indi-
viduals. Therefore, the use of OpenPGP certificates also allows users to easily
implement cooperation policies based on the underlying social network, as out-
lined in Section 5.5.

OpenPGP certificates contain a lot more than just a public key. In particular,
since they are primarily used to certify a binding between a public key and a real-
world person name, they contain information such as the real-world name and
email address of the person the public key (allegedly) belongs to (the “user ID
packets”), and a list of third-party signatures (certifications) indicating the level
of trust put by other people in this name-key binding [7]. This information is
only useful when implementing cooperation policies based on the social network.
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6.2 Prototype Implementation

We have been working on a prototype implementation of our cooperative backup
protocol that uses ONC RPC on top of TLS. Since ONC RPC implementa-
tions do not natively support the use of TLS as the underlying protocol, we did
our own implementation. This proved to be easy to do, using raw TCP RPC
client/server code as a starting point. We use GnuTLS [25] as the underlying
TLS implementation since it is the only major implementation supporting the
OpenPGP extension [31] as of this writing. GnuTLS is very flexible and has
allowed us to actually make various specific trade-offs, such as disabling com-
pression, choosing an encryption-less cipher suite, etc.

Initial measurements show that TLS induces little communication overhead.
Handshake itself demands 2 KiB per connection in both directions (when using
certificates with no signature packets), most of which stems from the OpenPGP
certificate exchange. TLS’ record layer incurs little overhead (e.g., less than
30 octets per message with SHA-1-based HMACs), provided messages are at
most 16 KiB large—otherwise messages are fragmented, which incurs additional
overhead [15]. Although further measurements are needed, these results seem
reasonable in our context.

6.3 On-Going and Future Work

We are currently in the process of evaluating the overhead, in terms of network
bandwidth and CPU cost, induced by the use of TLS. We have also started
implementing a set of cooperation policies, ranging from simplistic policies such
as “white lists”, to more sophisticated policies that make use of local information
of past interactions with other devices. The next step will be the implementation
of a reputation system where participating devices can exchange and make use
of cooperation certificates.

All these cooperation policies will need to be evaluated and compared, notably
in terms of the overall level of cooperation yielded, and in terms of the resilience
of the cooperative service to the aforementioned DoS attacks. Different reference
scenarios will need to be identified to that end. It is still unclear which method
we will choose to achieve this goal. Simulation looks appealing but may be hard
to set up to faithfully reflect our system model. On the other hand, we may
also try to build on the analytical evaluation of replication strategies that we
conducted earlier [11]. Specifically, this evaluation uses a model of interactions
among participating devices using Petri nets and Markov chains that could be
extended to reflect various cooperation strategies.

7 Related Work

A lot of work has gone into thwarting availability threats due to DoS attacks
similar to those described in Section 3.3. Most of this work was done in the area
of peer-to-peer storage and cooperative backup. While our cooperative backup
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scheme with intermittent connectivity to the infrastructure is similar to delay-
tolerant networks [42], the security of such networks is still largely an open issue
[21,24]. This is partly due to the fact that most applications of DTNs, such as
space mission networks, are not expected to be open for anyone to participate,
which reduces the incentive to address these issues.

Fall et al. did propose security mechanisms permitting DTN routers to detect
and eliminate disallowed traffic, and thereby avoid DoS attacks such as flooding
against the DTN [20]. However, the proposed solution relies on centralized iden-
tity management and authorization: all participants are issued a key pair by an
authority, along with a “postage stamp” signed by that authority indicating the
allowed “class of service” for that user. Such an approach only addresses specific
DoS attacks. Forms of non-cooperation such as refusal to forward a message are
not tackled. We also believe that such an approach does not scale and suffers
from shortcomings inherent to single-authority domain approaches, as discussed
in Section 5.

In general, “trust begets cooperation”. In the case of our cooperative backup
service, data owners need to trust contributors to provide them the service, while
contributors need to trust data owners not to abuse the service (e.g., by flooding
it or by being selfish). While both issues have to do with trust establishment
between owners and contributors, the literature tends to refer to both aspects
using different names, such as cooperation incentives and trust establishment.

To evaluate the cooperativeness of a peer, one needs to be able to observe
both its service usage and its service provision. When the cooperative service is
packet forwarding or routing in MANETs, device cooperation can be evaluated
almost instantaneously [4,23,33]. However, in cooperative backup services, ser-
vice usage and service provision call for different evaluation techniques. First,
service usage can be balanced using simple strategies such as symmetric trades
[29] (i.e., pairwise “tit-for-tat” exchanges), or “storage claims” that may be ex-
changed among peers [14]. Both approaches assume high connectivity among
peers and are therefore unsuitable to MANETs. Second, periodic auditing has
been proposed to establish trust in contributor service provision [1,13,14,29], but
it requires peers to be reachable so that they can be challenged, which is unsuit-
able to the MANET context. In our cooperative backup service for MANETs,
service provision can only realistically be evaluated when gaining Internet access
or upon restoration.

Once service provision and usage can be evaluated, self-organized solutions
usually make use of “history records” of peer behavior as an aid to cooperation
decisions, as mentioned in Section 5.5. Simulations have been made to evaluate
the impact on cooperation of such mechanisms when used by all participants,
in the context of both private and shared history records [4,28]. In MANETs,
reputation mechanisms have been proposed primarily in the context of packet
forwarding for multi-hop routing protocols and route discovery [4,33].

Designation issues in a decentralized environment have been studied notably
in the context of distributed programming and capability systems [35] as well
as in the context of public key infrastructures (PKIs) [18,19]. The provision of



Security Rationale for a Cooperative Backup Service for Mobile Devices 227

guarantees for “address ownership” (i.e., having address-device bindings that can
be authenticated) has also been a concern in the design of Mobile IPv6 (MIPv6)
[36]. This led the authors to opt for “statistically unique and cryptographically
verifiable (SUCV) identifiers”. This is similar to one of the mechanisms we pro-
pose in this paper, except that we operate at the application level rather than
at the network layer, which provides us with more flexibility.

Douceur et al. described the Sybil attack as a problem that is inherent to dis-
tributed systems using self-managed designators [16]. In [30] the authors showed
that a reputation system can efficiently leverage cooperation even when self-
managed designators are used.

8 Conclusion

We introduced a cooperative backup service for mobile devices that builds on the
peer-to-peer, self-organizing paradigm largely used on the Internet. We identified
security threats on such a service and listed subsequent security requirements.
We have shown how a reduced set of well-known cryptographic primitives can
be used to meet those requirements in a self-organized way. Our approach differs
from earlier work in that it focuses on policy-neutral security mechanisms, rather
than on a specific cooperation policy.

In particular, we advocated the use of public keys as self-managed, secure and
unique designators for participating devices and discussed their use as a policy-
neutral building block for a variety of cooperation policies, including a reputation
system. Systems using self-managed designators are subject to the Sybil attack;
therefore, we discussed the impact of this attack in our context and showed how
cooperation policies can be implemented that reduce the harm that can be done.
Finally, we discussed implementation issues and outlined the foundations of an
implementation that uses TLS with OpenPGP certificate-based authentication.

The work presented in this paper is part of a larger design and implementation
effort of a cooperative backup service for mobile devices. Our earlier work ex-
plored other aspects of the design space, particularly relating to storage tradeoffs
and data encoding and compression techniques [12], as well as the evaluation of
replication strategies [11]. Future work includes a detailed evaluation of some of
the techniques discussed in this paper, as well as the deployment of a prototype
cooperative backup service in real-world conditions.
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Abstract. In this tutorial we explore the use of data warehousing and OLAP 
(On-Line Analytical Processing) technologies to analyze the results from de-
pendability evaluation experiments. The tutorial, intended for researchers work-
ing in experimental dependability evaluation, includes a demonstration of the 
use of these technologies in a concrete example of experimental dependability 
evaluation. 

Keywords: Experimental dependability evaluation, data warehousing, OLAP. 

Synopsis 

It is well known that the evaluation of dependability features in computer systems is a 
complex task. Traditional techniques based on analytical and simulation models have 
to be complemented with experimental approaches based on measurements taken 
from real systems and prototypes. These experimental techniques, including fault 
injection, robustness testing, and field measurements, have been extensively used to 
evaluate specific fault tolerance mechanisms, validate robustness of software compo-
nents, or to assess the general impact of faults in systems. However, in spite of the 
effort put on the development of adequate tools and the intensive research devoted to 
the mitigation of key problems such as experiment representativeness, intrusiveness 
and portability of tools, two important questions remain largely unanswered: 

– How to analyze the usually large amount of raw data produced in dependability 
evaluation experiments, especially when the analysis is complex and have to take 
into account many aspects of the experimental setup (e.g., target systems, configu-
rations, workload and programs, faultload, diversity of measures, etc)?  

– How to compare results from different experiments or results of similar experi-
ments across different systems if the tools, data formats, and the setup details are 
different and, often, incompatible? 

Data warehousing refers to “a collection of decision support technologies aimed at 
enabling the knowledge worker (executive, manager, or analyst) to make better and 
faster decisions” [1]. A data warehouse is a global repository that stores large 
amounts of data that has been extracted and integrated from heterogeneous systems 
(operational or legacy systems). OLAP (On-Line Analytical Processing) is the  
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technique of performing complex analysis over the information stored in a data ware-
house [2]. The data warehouse coupled with OLAP enable decision makers to crea-
tively analyze and understand business trends since it transforms operational data into 
strategic decision making information.  

The goal of this tutorial is to explore the use of multidimensional analysis and data 
warehousing & OLAP (On-Line Analytical Processing) technology, to solve the prob-
lem of analyzing, sharing, and cross-exploiting results from dependability evaluation 
experiments. The central idea is to collect the raw data produced in dependability 
evaluation experiments and store it in a multidimensional data structure (data ware-
house). The data analysis is done through the use of commercially available OLAP 
tools such as the ones traditionally used in business decision support analysis [2] (e.g., 
Discoverer® from Oracle). That is, instead of following the usual trend of adding data 
analysis features to fault injectors and robustness testing tools, there is a clear separa-
tion between the experimental setup (target specific) and the result analysis setup 
(general in our approach). Existing tools and experimental setups are used as they are 
and just export the data obtained in the experiments to a data warehouse, where all the 
analysis and cross-exploitation of results can be done in an efficient and general way.  

The data warehousing approach applied to the analysis of data obtained from de-
pendability evaluation experiments can be used in different scenarios: 

– At research team level, to perform the analysis of experimental data in a very 
efficient way. At the same time, both the data and the OLAP tool needed to ana-
lyze the data can be available at the web, allowing a very efficient dissemination 
of the research results produced by the team. 

– At project level (assuming that a project includes several research teams), to allow 
sharing and cross-exploitation of results obtained by the different teams. 

– World wide in the form of common repositories to store and share experimental 
dependability evaluation results. In fact this is probably the only way to change 
the current situation, in which many teams are performing experimental depend-
ability evaluation (particularly experiments based on fault injection) and there is 
no results currently available at the web. The data warehousing approach can 
change drastically this situation, as it proposes a common format to share the data 
(the multidimensional model in the form of a star scheme) and a standard type of 
tool to analyze the results (the OLAP tools) stored in the data warehouses.  

The tutorial will start by the problem presentation followed by the discussion of some 
introductory concepts on building data warehouses, including the following key top-
ics: the steps; the star model; the process of extraction transformation and loading 
data. Afterwards, we will focus on how to use data warehouses and OLAP to analyze 
dependability evaluation data. A case study will be presented and discussed before the 
tutorial closure. 
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Abstract. Analysis and design patterns are well established to build high-
quality object-oriented software. Patterns combine experience and good 
practices to develop basic models that can be used for new designs. Security 
patterns join the extensive knowledge accumulated about security with the 
structure provided by patterns to provide guidelines for secure system design 
and evaluation.  They are being adopted by companies such as IBM, Sun, and 
Microsoft. We show the anatomy of a security pattern, a variety of them, and 
their use in the construction of secure systems. These patterns include 
Authentication, Authorization, Role-based Access Control, Firewalls, Web 
Services Security (SAML, XACML, XML Firewall), and others. We apply 
these patterns through a secure system development method based on a 
hierarchical architecture whose layers define the scope of each security 
mechanism. First, the possible attacks are considered from an analysis of use 
cases. Then the rights of the users are defined from the use cases using a Role-
Based Access Control (RBAC) or other security model. The attacks are used to 
define the policies that could stop them. The rights are reflected in the 
conceptual class model. We then define additional security constraints that 
apply to distribution, interfaces, and components.  The patterns are shown using 
UML models and some examples are taken from my book “Security Patterns” 
(Wiley 2006). 

1   Session Learning Objectives 

Attendees should be able to understand the general concept of security patterns as 
solutions to security problems. We show how the pattern template focuses on specific 
aspects of security and on the use of the pattern. 

We also see how to use security patterns as guidelines to build secure systems. A 
complete methodology will be presented with some examples.  

Finally, we show how to use security patterns to describe a security mechanism. 
We give several examples of security patterns. 

2   Prerequisites  

Basic knowledge of UML and object-oriented design is assumed. Understanding of 
basic security concepts is also needed. 
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3   Outline 

1. Introduction---Motivation, basic concepts. The context for security.  Attacks. 
2. The design of secure systems--- Object-oriented design, UML, and patterns, need 

for good software engineering. Security principles. Security patterns. Standards. 
3. Anatomy of a security pattern.  
4. Security models and their patterns---policies, access matrix, multilevel models, 

RBAC 
5. Defining authorizations from use cases---nonfunctional aspects of use cases, 

RBAC and security policies 
6. Firewall, IDS, and operating system patterns 
7. Authorized conceptual model 
8. Secure system architectures---effect of distribution and user interfaces 
9. Web application servers and components---mapping RBAC to components, J2EE 

and .NET 
10. Patterns for web services: SAML, XACML, Liberty Alliance, WS-Security. 

Comparing standards through patterns. Application and XML firewalls 
11. Coordination across levels---mapping of authorizations across architectural levels 
12. Conclusions---the future 
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This tutorial describes a general approach for building cooperative services that
span multiple administrative domains (MADs). MAD systems are attractive be-
cause their diffused control structure may yield services that are potentially less
costly and more democratic than their more centralized counterparts. Unfortu-
nately, they are also particularly problematic from a dependability standpoint
as they challenge the traditional distinction between correct and faulty nodes.

Nodes in a MAD system can, as always, deviate from their specification be-
cause they are broken, on account of bugs, errors in software configuration, or
even malicious attacks. But MAD systems add a new dimension: without a
central administrator to ensure that all unbroken nodes follow faithfully their
assigned protocol, nodes may deviate from their specification also because they
are selfish and are intent on maximizing their own utility. BFT handles the first
class of deviations well. However, the Byzantine model classifies all deviations
as faults and requires a bound on the number of faults in the system; this bound
is not tenable in MAD systems where all nodes may benefit from selfish behav-
ior and be motivated to deviate from the protocol. Models based on traditional
game theory only account for rational behavior and are therefore brittle: they
handle the second class of selfish deviations, but may be vulnerable to arbitrary
disruptions if even a single node is broken and deviates from expected rational
behavior.

The challenge in developing a solid foundation for constructing MAD services
is then (at least) threefold: (1) to develop a model for MAD services in which
it is possible to reason and prove properties of MAD services; (2) to understand
how to simplify the development of MAD services under the new model, (3) to
demonstrate that MAD services developed under this model can be practical by
building and deploying useful applications.

This tutorial reports on the initial progress that my colleagues—Mike Dahlin,
Allen Clement, Harry Li, Jean-Phippe Martin, Jeff Napper, Edmund Wong—and
I have made in addressing these issues:

– It will introduce BAR, a new failure model named after the initial of the
three classes of nodes (Byzantine, Altruistic, and Rational) that it explicitly
considers. Byzantine nodes can deviate arbitrarily from their specification,
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c© Springer-Verlag Berlin Heidelberg 2007



236 L. Alvisi

even if doing so is against their interest. Altruistic nodes follow their specifi-
cation faithfully, without consideration of their self interest. Rational nodes
behave selfishly and deviate from a given protocol if doing so improves their
own utility. We will discuss how BAR can be used to establish a formally
sound foundation for modeling realistic MAD services.

– It will present BAR-tolerant protocols for terminating reliable broadcast,
state machine replication, and gossip-based multicast

– It will discuss the design and implementation of two BAR-tolerant peer-
to-peer systems: BAR-B, a cooperative backup service, and FlightPath, a
streaming media application. Both systems provably continue to maintain
their properties despite the absence of altruistic peers.
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Abstract. The increasing size and complexity of the next generation of large 
distributed systems will require radical new approaches for guaranteeing certain 
levels of dependability and security. Current solutions might become brittle in 
context of new applications, such as pervasive computing, in which there is a 
large number of components with dynamic interdependencies between them. 
The inherent complexity of these future systems due to heterogeneity, 
decentralisation, and emergent technologies also demand scalable and robust 
solutions. An example of such emergent technologies is ad hoc networks, which 
are self-configuring networks that enable the connection of thousands of 
devices in arbitrary topologies. The objective of the panel is to discuss the 
challenges and the potential solutions when building dependable and secure 
applications in the context of ad hoc networks. This panel has been organised as 
a joint event between the Sixth International Conference on Ad-Hoc Networks 
and Wireless (Ad Hoc NOW 2007) and the Third Latin American Symposium 
on Dependable Computing (LADC 2007), which are two co-located events of 
the Mexican International Conference in Computer Science (ENC 2007).  
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Cost pressure, short time to market, and increased complexity are responsible for an 
evident increase of the failure rate of computing systems, while the cost of failures is 
growing rapidly, as a result of an unprecedented degree of dependence of our society 
on computing systems. The combination of these factors has created a dependability 
and security gap that is often perceived by users as a lack of trustworthiness in 
computer applications, but that is in fact undermining the network and service 
infrastructures that constitute the very core of the knowledge-based society. 

Assessing resilience is the key stone to improving trustworthiness in computer 
systems and components. "If you cannot measure something, you cannot really 
understand it" (Lord Kelvin) - a well-known aphorism which we use to emphasize the 
need of effective and accurate methods to assess and measure dependability and 
security in order to understand current risks of network and service infrastructures.  

Although considerable efforts have been made, measuring dependability and 
resilience is still a very difficult problem, especially when the goal is to measure 
resilience in a standard and comparable way. This panel will discuss the main issues 
and recent developments on assessing, measuring, and benchmarking resilience, as 
seen by leading specialists in the field. 
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